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Abstract

Deep learning has made significant progress in recent years, contributing to major

advancements in many fields. One such field is automatic threat recognition, where

methods based on neural networks have surpassed more traditional machine learning

methods. In particular, we evaluate the performance of convolutional object detection

models within the context of X-ray baggage screening at airport checkpoints. To

do so, we collected a large dataset of scans containing threats from a diverse set

of classes, and then trained and compared a number of models. Many currently

deployed X-ray scanners contain multiple X-ray emitter-detector pairs arranged to

give multiple views of the scanned object, and we find that combining predictions from

these improves overall performance. We select the best-performing models fitting

our design criteria and integrate them into the X-ray scanning machines, resulting in

functional prototypes capable of simulating live screening deployment.

We also explore a number of subfields of deep learning with potential to improve

these deep automatic threat recognition algorithms. For example, as data collection

efforts are scaled up and the number threat categories are expanded, the likelihood of

missing annotations will also increase, especially if this new data is collected from real

airport traffic. Such a setting is actually common in object detection datasets, and

we show that a positive-unlabeled learning assumption better fits the characteristics

of the data. Additionally, real-world data distributions tend to drift over time or

evolve cyclically with the seasons. Baggage scan images also tend to be sensitive,

meaning storing data may represent a security or privacy risk. As a result, a continual

learning setting may be more appropriate for these kinds of data, which we examine

in the context of generative adversarial networks. Finally, the sensitivity of security

applications makes understanding models especially important. We thus spend some
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time examining how certain popular neural networks emerge from assumptions made

starting from kernel methods. Through these works, we find that deep learning

methods show considerable promise to improve existing automatic threat recognition

systems.
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Chapter 1

Introduction

Over the past decade, deep learning [LBH15, GBC16] has revolutionized a number of

fields. Instead of traditional machine learning approaches of utilizing hand-engineered

features, deep learning leverages neural networks to learn hierarchical, abstract repre-

sentations from the data itself. In many settings, these learned representations have

far outperformed human-selected ones, leading to advances in a number of applica-

tions, including computer vision [KSH12, RHGS15, RFB15, ALA+15, PGH+16], nat-

ural language processing [HS97, WSC+16, VSP+17, DCLT19], audio signal process-

ing [FLTZ10, ODZ+16], and reinforcement learning [LHP+15, MKS+15, SHM+16].

While neural networks can be computationally intensive to train and require a large

set of data samples [SSSG17], Moore’s Law and the adaptation of graphical pro-

cessing units (GPUs) for scientific computing [KW05, KSH12] coupled with the rise

of big data have reduced these barriers, making deep learning increasingly feasible.

No longer just an academic curiosity, neural networks have shown enough promise on

traditional benchmark datasets that deep methods are being applied to or considered

for an increasingly wide array of real-world applications.

One such application of interest is automatic threat recognition. Deep computer

vision algorithms capable of automatically detecting objects of interest have the po-

tential to greatly improve existing methods across many security applications. In

this dissertation, we begin by focusing on the security application of bag screening.

X-ray scanners are deployed at a variety of security checkpoints around the world,

with the goal of preventing dangerous items from being brought into certain vulner-

able areas. These security checkpoints feature prominently in air travel, aiming to

1



prevent potential bad actors from bringing weapons into airport terminals and, ulti-

mately, onto airplanes. These scanners use X-ray technology to provide an internal

view of carry-on baggage and personal belongings. This allows human operators to

“see” inside items without having to physically open each one, thereby minimizing

intrusiveness and speeding up inspections.

While these machines employ sophisticated technology to construct images of

internal contents, it remains up to human operators to visually locate and identify

any prohibited items should they be present. This can be a challenging task. Because

of the transmission nature of X-ray imaging, scans are the result of a 3-dimensional

volume being collapsed into a 2-dimensional image. While machines often position

multiple X-ray emitter-detector pairs around the scanning tunnel to provide multiple

views, each image can still be quite cluttered, with objects occurring stacked in

varying orientations or positions. Threat items are also rare, diverse, and constantly

evolving; operators must remain vigilant for many classes of items at all times, some

of which they may only see once or look very different the next time it appears. To

maintain throughput, decisions must be made quickly as well, often on the order of

seconds. Finally, the human factor of the decision process means variability between

operators, and fatigue can lead to performance deterioration over time. A computer

algorithm that never tires or bores, standardized across all machines operating in all

airports, and capable of making predictions quickly can provide significant assistance

to human operators at existing checkpoints, perhaps taking the first steps toward

rethinking or automating security checkpoints.

As a result, a number of agencies around the world have turned to computer vision

algorithms using deep learning as a possible approach to automatic threat detection at

airport checkpoints [AB20]. In particular, the United States Transportation Security

Administration (TSA) approached Duke University to explore the potential of such

2



an application. We also partnered with Smiths Detection and Rapiscan Systems,

whose X-ray scanners make up the vast majority of the fleet currently deployed at

American airports. Smiths and Rapiscan provided much of the technical domain

knowledge of airport X-ray security screening and collected much of the data needed

to train our models. Since the goal of the project was to build functional prototypes

to test the feasibility of performing automatic threat recognition live, it was also

necessary to integrate trained model trained models into the machines themselves.

Rapiscan and Smiths provided significant assistance in this regard as well.

We start with standard fully supervised deep learning methods. Specifically,

we investigated the performance of popular convolutional object detection mod-

els [RHGS15, DLHS16, LAE+16] on X-ray baggage scans. Given that this kind

of data is not publicly available, the first step was to collect large datasets of threats

in varied environments with both the Smiths HI-SCAN 6040aTiX (Chapter 2) and

Rapiscan 620DV (Chapter 3) machines [LHG+18, LSS+19]. Each of these data sam-

ples had at least one threat, with the threat identity saved as a classification label and

bounding boxes indicating location drawn by hand. We then trained several models

in a fully supervised manner on these datasets and compared performance across

models on each target class. Given the multiview nature of X-ray baggage scanners,

we explored a number of schemes for combining information from 2 or 4 images of

the same bag from different perspectives, but ultimately found that a simple OR-gate

style decision-making process was sufficiently effective, significantly boosting perfor-

mance over using just a single view or image. Finally, having achieved promising

performance on held out test sets, we then proceeded to integrate trained algorithms

directly into Smiths and Rapiscan machines, projecting our model’s predictions di-

rectly onto the viewing screens a human operator might see at a checkpoint.

While we were able to collect sizable datasets for supervised training, a major
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weakness with this approach is how expensive data collection is: despite strategies

to accelerate bag assembly and threat annotation, it still took about 400 worker-

hours to collect each dataset. On the other hand, millions of scans are conducted

at US airports everyday. This type of data is commonly referred to as Stream-

of-Commerce (SOC), and our collaboration with the TSA opens up the possibility

of tapping into this near limitless source of data, including threat examples: for

example, the TSA regularly finds thousands of loaded firearms in carry-on baggage

every year [Wag20, TSA20]. Under current operational procedures, this data remains

unlabeled and uncollected. However, given collaboration with the TSA or other

security agencies, it is possible to implement a system where the many items caught at

checkpoints daily are annotated and saved. This would make the SOC data a valuable

data source. Unfortunately, it is highly probable that not every threat in the SOC is

caught, leading to underlabeled data. In Chapter 4, we examine the impacts of such

data during training [YLC20]. Notably, we find that many popular object detection

datasets [EVW+10, LMB+14, YWLS17, KZG+17] are missing annotations for many

object instances, as the complexity of object detection scenes make an exhaustive

labeling difficult. We find that recasting object detection from the implicitly assumed

positive-negative (PN) classification problem to a positive-unlabeled (PU) one can

improve detection performance for many object detection datasets.

Real-world environments tend to change over time, and as a result, data distribu-

tion shift is a natural tendency. On the other hand, many machine learning models

are trained with static datasets that represent a snapshot in time. Over time, a model

trained with such a dataset may become stale and unable to adapt to new kinds of

inputs. This may present a challenge for deployment of automatic threat recognition

systems at airports, as passenger bags, electronics, fashion, and the threats them-

selves are likely to evolve. The changing of the seasons are also likely to inject an
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annual cyclical nature to the types of items carried. Model’s that are able to learn

in a continual manner are more likely to perform well over time. Given that it is

a common concern for machine learning, continual learning [PKP+19] has garnered

considerable interest in recent years. In Chapter 5, continual learning within the

context of generative adversarial networks [GPAM+14] are explored [LLWC18a]. We

find that the dynamics of the adversarial game played by the generator and discrimi-

nator tend to lead to oscillations due to catastrophic forgetting [MC89, Rat90], which

can be combated with continual learning techniques.

Especially for sensitive applications like security screening, we often care about

model interpretability, so we can identify how models come to the conclusions they

make. On the other hand, neural networks are commonly referred to as “blackbox.”

While this characterization may be a little strong, it is fair to say that how deep

learning methods make decision is less clear than other types of machine learning,

like kernel methods. Being able to understand how neural networks work go a long

way towards building trust in such systems, especially when the consequences of a

wrong answer are dire. In Chapter 6, we explore connections between kernel meth-

ods and sequential neural methods [LWL+19]. In particularly, we see how certain

assumptions can allow one to derive popular sequential neural networks like Long

short-term memory (LSTM) [HS97] and the convolutional neural network [LB95]

emerge naturally from kernel methods.

We conclude in Chapter 7 with a summary of our contributions and point out some

next steps to further improve the model and prepare for full-scale deployment. We

also identify some interesting future research directions relevant to automatic threat

recognition. Through these works, we have demonstrated the potential for deep con-

volutional object detection models within the context automatic threat recognition

at airport checkpoints.
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Chapter 2

Automatic Threat Recognition of

Prohibited Items at Aviation Checkpoints

with X-ray Imaging: A Deep Learning

Approach

2.1 Introduction

It is the responsibility of the Transportation Security Administration (TSA) to ensure

the safety of the traveling public within the US, including the over 2.5 million passen-

gers passing through American airports each day [Adm19]. As such, before boarding

an airplane, every passenger must pass through a security checkpoint, where the

TSA screens carry-on baggage and personal belongings for dangerous and prohibited

items. To facilitate screening, the TSA employs dual-energy multi-view X-ray scan-

ners produced by Smiths Detection and other vendors that provide a non-intrusive

internal view of bags. These scanners produce images color-coded to show material

properties that are then displayed on screens for human Transportation Security Of-

ficers (TSOs) to examine. Bags or bins containing potential threats are removed for

further inspection.

The current Concept of Operations (CONOPs) requires the TSO to visually in-

spect each image to pick out threats, which can be a challenging task. In this context,

threats refer to items prohibited by the TSA, which can vary widely, including (but

not limited to) firearms, sharps, blunt weapons, precursors, and explosives. Not only

do these items come in many different and evolving forms, they are also often packed
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in cluttered bag environments, and many can be confused with benign objects of sim-

ilar material properties or shapes. Certain threats are quite rare as well, requiring

TSOs to maintain vigilance over long shifts. Moreover, in order to maintain high

passenger throughput at the checkpoints, TSOs must make their decisions quickly.

While challenging for humans alone, computer algorithms that analyze scans

alongside human operators may boost overall performance. Current scanners already

implement algorithms that calculate material properties from dual-energy multi-view

scans, automatically highlighting objects or regions that might contain explosives or

other prohibited items. It is of TSA interest to extend this automatic detection capa-

bility to support operator detection of other prohibited item classes, such as firearms

or sharps. Such an algorithm must be accurate enough to be trusted, have a low

enough false alarm rate so as to not be a distraction, and be fast enough to not slow

down current operations–we aim for a rough cutoff of about a second per bag.

Within the greater field of computer vision, the task of localizing and classify-

ing objects is a canonically studied problem, commonly termed “object detection.”

In this context, localization refers to determining the location of an object within

an image, often by producing the coordinates of a box that tightly bounds it (a

“bounding box”); classification refers to the selection of one of a pre-determined

number of class labels for each such object. Locating and identifying threat ob-

jects is exactly what TSOs at security checkpoints do every day, so developing the

ability to do so automatically is of value. In recent years, the emergence of deep

learning, a subfield of machine learning, has resulted in an unprecedented leap in

the performance of object detection models. In particular, methods based on convo-

lutional neural networks [LBD+89, KSH12, IS15, HZRS16, SIVA16, HZC+17] have

resulted in algorithms that have proven effective at detecting a wide range of object

classes [GDDM14, Gir15, RHGS15, LAE+16, DLHS16, HRS+17].
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The bulk of object detection research has focused on datasets of natural im-

ages [EVW+10, LMB+14, RDS+15], but X-ray scans of baggage possess certain

unique aspects. X-ray scans are produced by transmission (photons pass completely

through the target), as opposed to reflections off of surfaces. This means that

individual items can appear superimposed on top of each other, while also ap-

pearing in any orientation. Additionally, multiple X-ray detectors are positioned

within the scanner to provide multiple views of the same object, unlike single-

perspective natural images typically considered in object detection. Nonetheless,

deep learning has already demonstrated some success for X-ray image security screen-

ing [RJMG17, AB17, AKWB18]. The work shown in this paper, however, is part of

the first effort to incorporate deep learning in real-world systems at US airport se-

curity checkpoints. The goal of this work is to detect and automatically highlight

prohibited items in bags as well as determine the performance of these methods on

datasets collected for this study. Although the list of classes to detect for this re-

search effort is quite extensive, discussion will be limited to the detection of firearms

(e.g. guns) and sharps (e.g. knives).

In this paper, we describe methods and present results from an ongoing research

effort funded by the TSA to develop a deep learning based Automatic Threat Recog-

nition (ATR) system for airport checkpoint scanners. In Section 2.2, we describe

(1) the Smiths Detection platform used to collect the X-ray images and (2) the data

collection and labeling protocols. In Section 2.3, we introduce five deep object de-

tection models which we apply to the labeled data, as well as metrics for evaluating

system performance and the hardware set-up of the deployable prototype. For results

(Section 2.4), we show object detection metrics on firearms and sharps datasets, and

we demonstrate improvement by combining detection results from the multiple views

of a single scan. We also describe a test to extrapolate how such a prototype system
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might perform when deployed in the field, showing threat detection alongside false

alarm rates.

2.2 Data Collection

2.2.1 Smiths Detection X-ray System

Data used for the training and testing of the ATR methods were collected by Smiths

Detection personnel using a Smiths Detection host X-ray system. The platform

is a cabinet X-ray security system that contains four separate pairs of 160 KeV

X-ray sources and detector arrays, arranged opposite each other around a tunnel.

Passenger bags and other belongings are carried through the tunnel by a conveyor

belt at a rate of 240 mm/sec. Each X-ray beam is collimated to a narrow width

for optimal resolution, while the X-ray line detectors are arranged linearly; radiation

emitted from the sources passes through the objects being scanned before reaching

the detectors. The system is dual-energy: the X-ray detectors measure intensity at

a high and low energy band. Image slices of a given view are assembled to produce

two grayscale images corresponding to the two energies (see Figures 2.1a and 2.1b),

yielding eight images in total across the four views. All training and evaluation were

performed on these low and high energy images.

Although outside the scope of this paper, for purposes of illustration it is helpful

to show color images, which make certain material characteristics easier to see with

the human eye. The images that are displayed to the TSOs at airport checkpoints

are post-processed color images that fuse the high and low energy scans to estimate

the effective atomic number, Z-effective, of materials along the X-ray path from

source to detector; Figure 2.1c shows the color image corresponding to the high and

low images in Figures 2.1a and 2.1b, respectively. The colors have been selected to

correspond to three different Z-effective bands. Orange corresponds to materials of
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(a) (b) (c)

Figure 2.1: (a) High energy. (b) Low energy. (c) Color-mapped Material lumination.
Various image types generated by the Smiths Detection host X-ray system. Images
scanned with a laboratory prototype not in TSA configuration.

low Z-effective (e.g. organic materials), green corresponds to materials of medium Z-

effective (e.g. ceramics), and finally blue corresponds to materials of high Z-effective

(e.g. metals). The brightness (or intensity) of the color image reflects the absorption

(and thus provides information on relative thickness) of the materials. The process

for computing the colors is proprietary and uses a periodic calibration process to

assure consistent results.

While visually helpful to humans, it was found that the material color-mapped

RGB images do not provide any noticeable benefit to the deep learning algorithms.

We conjecture that this is because the color mapping is simply a transformation of

the high and low energy images, and deep learning is capable of effectively learning

its own representations. Because of these considerations, we use the high and low

energy images for training the model, but use color-mapped material lumination when

presenting results.

2.2.2 Images and Labeling

Two types of image data were used in the training of the ATR algorithm: non-threat

and threat. The non-threat data, referred to as Stream-of-Commerce (SOC) data,
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were acquired over multiple days from real traffic at airport checkpoints. These data

are generally assumed not to contain any threats and represent negative examples

for training and false alarm evaluation. Positive training examples with threats were

collected on multiple occasions at the Transportation Security Laboratory (TSL) and

at a Smiths Detection laboratory. For this investigation, a total of 37 hand guns, 92

pocket knives, and 20 other mixed sharps were scanned in approximately 100 different

pre-packed bags. Guns and sharps of several sizes were considered. Over the course

of a few days, 2022 scans of guns, 1350 scans of pocket knives, and 706 scans of other

mixed sharps were acquired.

A systematic process was performed to acquire the data. Sets of bags were filled

with contents typical of passenger luggage, and a threat item was packed into each.

These bags were then scanned in multiple positions and orientations with the X-ray

system. Upon completion of a number a scans, the threat was typically moved to a

new bag in the bag sequence, and the scanning process was repeated. Two measures

were implemented to avoid overfitting on specific bags. First, bag contents were

periodically altered: this involved adding materials to the bag to inject clutter into

the scene or partially obscure the threat object in at least one view. Second, the bag

sets were rotated so that no single bag was scanned excessively throughout the data

collection. To ensure that the threat objects were scanned in multiple perspectives,

their location and orientation within the bags were also varied. This occurred while

moving the threats from one bag to the next during data collection. For instance, a

small gun that was laid flat (horizontally) in the center of Bag 1 may be placed along

the front of Bag 2 in a vertical orientation.

Most object detection algorithms are supervised, meaning that they require train-

ing data with labels in the format of the expected output. Within this context, this

means that both image scans of threats as well as threat localizations need to be col-
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(a) (b) (c)

Figure 2.2: Example bounding boxes of firearms in red. Images scanned with a
laboratory prototype not in TSA configuration.

lected. Labeling of the training set was performed manually using a Smiths Detection

proprietary utility to draw an outline around each threat object. These outlines were

then used to create a binary mask of the threat object’s location. Since the methods

explored in this paper rely on bounding boxes rather than pixel-wise segmentations,

the min and max coordinates of these masks were used to generate bounding boxes

to train the model; see Figures 2.2 and 2.3 for examples.

2.3 Methods

2.3.1 Models

Virtually every state-of-the-art object detection algorithm begins with some form of

Convolutional Neural Network (CNN) operating as a feature extractor, followed by

some form of specialized architecture for producing bounding box coordinates and

classifications. The primary difference between these algorithms pertains to this latter

part. While there have been many object detection models that have been proposed

in recent years, we focus on a few popular models with high performance: Faster

Regions with Convolutional Neural Networks (Faster R-CNN) [RHGS15], Single Shot
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(a) (b) (c)

Figure 2.3: Example bounding boxes of sharps in red; segmentation outlines also
visible in yellow. Images scanned with a laboratory prototype not in TSA configura-
tion.

MultiBox Detector (SSD) [LAE+16], and Region-based Fully Convolutional Networks

(R-FCN) [DLHS16].

For the convolutional feature extractor, many CNNs have been developed, pri-

marily designed for image classification; however, it has been shown that such CNNs

do indeed also work well for object detection [GDDM14] and that there is a positive

correlation between image classification and object detection performance [HRS+17].

However, classification accuracy is not the only consideration; networks with larger

numbers of parameters may have higher representational power, but are often com-

putationally slower as a result (see Table 2.1 for a comparison). Since maintaining

high throughput of bags at airport checkpoints is of interest, the algorithm cannot

take an arbitrarily long time to deliberate.

Each of the aforementioned object detection models, termed meta-architectures,

along with several different CNNs have been implemented in TensorFlow [AAB+15]

as part of Google’s Object Detection API [HRS+17], and we leverage these imple-

mentations as the basis for our experiments. Models vary from approximately 5 to

50 frames per second, depending on the CNN and detection meta-architecture. Note,
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Table 2.1: Top-1 accuracy on ImageNet classification and model size for the CNNs
used in experiments [HRS+17].

CNN Top-1 Accuracy Number of parameters

MobileNet [HZC+17] 71.1 3,191,072

Inception V2 [IS15] 73.9 10,173,112

ResNet-101 [HZRS16] 76.4 42,605,504

Inception ResNet V2 [SIVA16] 80.4 54,336,736

the model must process all four views and perform additional overhead to acquire

and display the results, but even the slowest of these models still meets our target of

delivering results within one second.

We train each model entirely on data from a single class (firearms or sharps) and

report results individually. Each model can be run independently on a particular

scan to look for threats of a particular category. However, the models were originally

developed for multi-class discrimination, and nothing prevents us from doing the

same. Training separate models was due to the order in which data was collected

and annotated.

2.3.2 Evaluation Metrics

In order to quantify model performance, we borrow several common metrics from the

object detection and information retrieval literature:

• Intersection over Union (IoU): IoU is the ratio calculated by the intersection

(overlap) of two sets divided by their union. A value of 0 implies no overlap,

while a value of 1 means that the two sets are equal (Intersection = Union).

See Figure 2.4 for examples.

• True Positive (Tp): Defined as a correctly classified box that has an IoU above
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a threshold (commonly 0.5) with a ground truth box1.

• False Positive (Fp): A proposed bounding box that either misses the classifica-

tion or is not tight enough to achieve an IoU above the set threshold.

• False Negative (Fn): A ground truth object that was not properly bounded and

classified.

• Precision ( Tp
Tp+Fp

): The proportion of proposed bounding boxes (algorithm-

produced detections) that are correct.

• Recall ( Tp
Tp+Fn

): The proportion of objects (ground-truth) that were correctly

detected by the algorithm.

• Average Precision (AP): The area under the curve (AUC) of the precision-recall

curve for a single class.

• mean Average Precision (mAP): The mean of the APs across all classes. For a

single class problem (as we consider here), the mAP is equivalent to the class

AP.

• Percent Correctly Localized (CorLoc): Percentage of positives correctly identi-

fied as a Tp by the model. Equivalently, the recall value for the point on the

precision-recall curve at which we choose to operate.

The latter two are reported for the quantitative results to compare performances.

Additionally, precision-recall curves are shown to give a sense of performance for

various operating thresholds.

1Often object detection algorithms produce many bounding boxes with high IoU with the ground
truth object. While these are all technically correct, this kind of output is not as desirable, so
often only one true positive is allowed per ground truth. Non-maximal suppression [NV06] is
typically used to cut down the number of “repeat” detections for a single object.
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(a) (b) (c)

Figure 2.4: Ground truth boxes shown in green; generated detection boxes shown
in red. Images scanned with a laboratory prototype not in TSA configuration. (a)
IoU = 0.92, alarm is above IoU threshold, resulting in a Tp. (b) IoU = 0.43, alarm is
too big, resulting in a Fp and a Fn. (c) IoU = 0.31, alarm is too small, resulting in a
Fp and a Fn.

2.3.3 Multi-View Evaluation

Many X-ray systems have several X-ray detector lines, providing orthogonal views of

a bag. As alluded to in Section 2.2.1, the Smiths Detection host X-ray system used for

data collection provides four views, meaning each scan results in four images. While

these can be treated independently during ATR, this ignores spatial correlations of

objects between views (see Figure 2.5). In the field, TSOs do not ignore threats

which appear in only a single view, so we can consider the performance of the ATR

if we apply an OR-gate to detections in scans. This means a Tp is only required in

one out of four scans, while all Fps are counted the same as in single-view evaluation.

Figure 2.5: Four views generated during a scan. The Y-axis is the conveying direc-
tion. Images scanned with a laboratory prototype not in TSA configuration.
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Multi-view performance is estimated through two perspectives: object detection

and real-world threat recognition. For each, the deep learning object detection algo-

rithm is first run on all views of each scan independently. Performance is then scored

accordingly, depending on the metric. Deep learning object detection literature is pri-

marily concerned with the concept of information retrieval: there are ground truth

objects in each image, and the goal is to tightly bound as many as possible while

avoiding false positives and mislabeled objects. mAP and CorLoc capture these ob-

jectives. For the implications of ATR in the field, we choose to analyze detection

and false alarm rates on a per bag basis. In Section 2.4.2 we discuss results of multi-

view to object detection metrics, and in Section 2.4.3, we show simulated real-world

performance and the corresponding false alarm rates.

2.3.4 Hardware Implementation

The object detection models are trained on labeled data with a NVIDIA Titan X

GPU. After training has converged, learned model weights are saved for inference.

Training and evaluation of images can be conducted with a pre-scanned and labeled

dataset on any workstation set-up with enough computational power. Results shown

throughout the rest of this paper were evaluated offline on a held-out test set, for

speed and reproducibility.

The end goal, however, is to deliver a system that can be deployed to airport

security checkpoints. Therefore, initial laboratory prototypes pipe scanned images to

a GPU and computer bolted to the exterior of the X-ray scanner to compute threat

locations, which are then sent back and projected on top of the color images on the

main display. As part of this effort, such a prototype system has been demonstrated

to TSA sponsors in a setting and manner consistent with anticipated evaluation and

possible field use.
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2.4 Results

2.4.1 Object Detection Evaluation: Single View

ATR performance was first evaluated using object detection metrics (mAP, CorLoc),

treating all four views generated from a single bag as independent images. Images

were randomly shuffled into a roughly 70:10:20 training:validation:test split at the

bag level, ensuring views of the same bag ended up in the same split.

Firearms

With a single view, all tested object detection models do well on a dataset of 2022

firearms scans (see Figure 2.6a and Table 2.2). An SSD model with a MobileNet V1

convolutional feature extractor, designed for speed and compactness, has the lowest

mAP and CorLoc, but still achieves 0.9393 and 0.9295 respectively. Faster R-CNN

with ResNet101 achieves the highest mAP of 0.9644, while R-FCN with ResNet101

has the highest CorLoc of 0.9550.
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Figure 2.6: Precision-recall curve of each objection model on (a) firearms and (b)
sharps data. Curves approaching the upper right corner imply better performance.
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Table 2.2: Performance of each object detection model on firearms and sharps,
treating all views as independent images. Best values for each class category and
metric are bolded.

Firearms Sharps
Model mAP CorLoc mAP CorLoc

SSD: MobileNet V1 [LAE+16, HZC+17] .9393 .9295 .6463 .6872

SSD: Inception V2 [LAE+16, IS15] .9621 .9514 .6575 .6828

Faster R-CNN: Inception ResNet V2 [RHGS15, SIVA16] .9546 .9478 .8003 .7775

Faster R-CNN: ResNet101 [RHGS15, HZRS16] .9644 .9514 .7863 .7621

R-FCN: ResNet101 [DLHS16, HZRS16] .9591 .9550 .7884 .7753

Sharps

In Figure 2.3, we show results of single-view evaluation for all 5 object detection

models on a dataset of 20 mixed open and closed blades in baggage. The dataset

contains 274 scans of fixed-blade knives, 210 scans of pocket knives, 74 scans of

scissors, and 148 scans of tools with sharp edges. The ground truths for all of these

sharps were used to train a single-class sharps detector and then tested on held-out

test scans.

Sharps pose several challenges different from firearms. By visually comparing

Figures 2.2 and 2.3, it can be seen that knives provide a much smaller profile for the

algorithm to find. Furthermore, depending on the sharp’s orientation and surround-

ings, some views may be uninformative if the X-ray beam hits a knife edge-on or

traverses through the handle and down the blade; knives, with their smaller size and

thin aspect ratio, are also easily obscured by common opaque objects, such as metal

ribbing or bottles. As such, we expect performance on par with firearms to require

additional effort, and both Figure 2.6b and Table 2.2 illustrate this. In particular, it

appears that the SSD models do much worse than the other models. We hypothesize

that this is due to the smaller number of knives training samples and higher varia-

tion in aspect ratios of bounding boxes relative to firearms being exacerbated by the
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way learned variables are arranged in the SSD architecture. More investigation is

necessary to draw any concrete conclusions.

2.4.2 Object Detection Evaluation: Multi-View

At this time, ATR performance on firearms is much better than sharps. Part of

the lower performance on sharps may be due to uninformative views of the threat

being more likely for thinner objects. However, as noted in Section 2.2.1, the Smiths

Detection host X-ray system provides four different angles of the same object, po-

tentially offering clearer perspectives of an object occluded in one such view. By

using the information combination scheme (OR-gate) outlined in Section 2.3.3, we

see a substantial jump in performance (Figure 2.7, Table 2.3). A similar scheme

can be employed for firearms, but we omit this here because of the already excellent

performance with a single view.

Figure 2.7 shows the gain in precision-recall for multi-view evaluation applied to

the same results which were presented with single-view evaluation in Section 2.4.1,

while Table 2.3 shows the gain in mAP by considering multi-view evaluation. For the

largest network, the Faster R-CNN with Inception ResNet V2, the mAP increased

by 19.2% to .9347.

Table 2.3: Performance on knives, incorporating all views as described in Section
2.3.3. Better performance for each model bolded.

mAP-Independent Views mAP-Multi-View

SSD: MobileNet V1 [LAE+16, HZC+17] .6425 .7852

SSD: Inception V2 [LAE+16, IS15] .6541 .8020

Faster R-CNN: Inception ResNet V2 [RHGS15, SIVA16] .7836 .9347

Faster R-CNN: ResNet101 [RHGS15, HZRS16] .7837 .9283

R-FCN: ResNet101 [DLHS16, HZRS16] .7976 .9383
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Figure 2.7: Performance gain of the precision-recall curve (orange dotted line) for
each model by incorporating all four views for the sharps dataset. Each of the blue
lines correspond to one of the colored lines in Figure 2.6b, which were computed
using single-view evaluation. Curves further up and to the right indicate better
performance.

2.4.3 Detection vs False Alarm Evaluation

As proof-of-concept and to demonstrate feasibility, a trained Faster R-CNN with

ResNet101 was evaluated on a combined test set comprised of 260 pocket knife scans,

1300 firearm scans, and 15000 real SOC scans, which are assumed to not contain

firearms or sharps. For this experiment, we considered detection and false alarm

rates at the bag level. An alarm satisfying the Tp criteria in Section 2.3.2 in any of

the four views resulted in the entire bag being labeled as a detection. False alarm rate

was calculated as the proportion of bag scans where any of the four views had a Fp

bounding box produced by the object detection algorithm; if there are multiple false

alarm bounding boxes produced, the scan still only counts as a single false alarm. In

some sense, this approach is more amenable to the security checkpoint application,

as a single alarm in any views should be cause for a TSO to investigate further. For
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the data collected in this study, the ATR captures 91.9% of views containing firearms

at a 1% false alarm rate and 89.8% of sharps at a 3% false alarm rate with single-

view evaluation. However, by utilizing all four views, the ATR algorithm is able to

capture 95.5% of bags containing firearms at a 1% false alarm rate and 94.0% of bags

containing sharps at a 3% false alarm rate.

2.5 Conclusions

Despite major advances in threat detection for aviation security, there are still chal-

lenges regarding both operator and algorithm efficiency detecting many prohibited

items. Of special interest are weapons such as firearms and knives, which continue to

be frequently encountered by TSOs. Results of applying deep learning techniques to

this setting both in offline computer testing and live demonstrations indicate that this

approach can detect prohibited items with high accuracy, minimal false alarm rates,

and no adverse impact to passenger throughput, especially for firearms detection. A

simple multi-view evaluation has also been demonstrated to improve performance,

especially for items like sharps, which may be difficult to spot in just a single view.

A more sophisticated algorithm that combines information between views may do

even better, but we leave this to future work.

Ultimately, a goal of the TSA is to lessen the burden on the TSOs by institut-

ing a computer-aided CONOPs where TSOs only have to review on alarm, or even

transition to an entirely automated system. To achieve this, a wider range of prohib-

ited items are being targeted in future work. These items, including blunt weapons,

precursors, and flammable liquids, come in almost infinitely many variations in size,

shape, texture, and materials, but given the promise shown by deep learning in this

initial study, Smiths Detection and the TSA are well positioned to bring ATR systems

able to detect such classes to airport checkpoints in the near future.
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Chapter 3

Toward Automatic Threat Recognition

for Airport X-ray Baggage Screening with

Deep Convolutional Object Detection

3.1 Introduction

The Transportation Security Administration (TSA) oversees the safety of the trav-

eling public in the United States of America. One of the most visible functions of

the TSA is security screening of travelers and their personal belongings for poten-

tial threats. Handsearching each passenger’s bag would be both time-consuming and

intrusive, so X-ray scanner systems such as the Rapiscan 620DV are deployed to re-

motely provide an interior view of baggage contents. Many real threats are captured

nationwide: in 2018, for example, 4239 firearms were found in carry-on bags, and

more than 80% of these were loaded [Wag20]. These numbers have steadily grown

in recent years as air traffic has continued to increase nationally. The capability of

finding these objects effectively is an important concern for national security.

Currently, the detection of prohibited items relies on Transportation Security

Officers (TSOs) to visually pick out these items from displayed image scans. This

is challenging for several reasons. First, the set of prohibited items that TSOs must

identify is quite diverse: firearms; sharp instruments; blunt weapons; and liquids,

aerosols, and gels (LAGs) with volumes exceeding the TSA-established thresholds all

pose security concerns. Second, the majority of scans are benign, yet TSOs must

remain alert for long periods of time. Third, because X-ray scans are transmission

images, the contents of a bag appear stacked on top of each other into a single, often
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cluttered scene, which can render identification of individual items difficult. The

Rapiscan 620DV provides dual perpendicular views to ameliorate this problem, but

depending on the orientations, views can still be non-informative. Finally, given the

need to maintain passenger throughput, evaluation of a particular scan should not

take excessively long.

For the aforementioned reasons, an automatic threat detection algorithm to aid

human operators in locating prohibited items would be useful for the TSA, especially

if it can be readily integrated into the existing fleet of deployed scanners. Funda-

mentally, the TSOs both localize and identify dangerous items in an image, which

are the same objectives of object detection [GDDM14, Gir15, RHGS15, LAE+16,

DLHS16, HRS+17]. Object detection has long been considered a challenging task for

computers, but advances in deep learning [GBC16] in recent years have resulted in

enormous progress. Specifically, CNNs [LBD+89] have proven extremely useful at ex-

tracting learned features for a wide variety of computer vision tasks, including object

detection. As a result, the TSA is interested in assessing the feasibility of deploying

algorithms that can automatically highlight objects of interest to TSOs [TSA17].

Most deep learning methods require a large training dataset of labeled examples to

achieve good performance [SSSG17]; for object detection, this means data comprising

both images and bounding boxes with class labels. While many such datasets exist

for Red-Green-Blue (RGB) natural scenes (e.g. [EVW+10, LMB+14, COR+16]), none

contain threats in X-ray luggage, and so a sizable data collection effort was necessary

for this endeavor. We assembled a large variety of cluttered bags (e.g. clothing,

electronics, etc.) with hidden threats (firearms, sharps, blunts, LAGs), and scanned

these with the Rapiscan 620DV. Each threat in the scans was then annotated with

a tight bounding box and labeled according to class. This dataset was then used for

training and evaluating object detection models.
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Figure 3.1: Example scans of bags in false color containing a firearm (handgun),
sharp (knife), blunt (crow bar), and LAG (bottle of liquid), from the left to right,
with (top row) top view and (bottom row) side view shown. Ground truth locations
of threats in each image are bounded with a red box. Scans produced by a laboratory
prototype not in TSA configuration.

In this work, we present the results of a research effort in collaboration with

the TSA to develop a deep learning-based automated threat detection system. We

first describe the Rapiscan 620DV scanner and the data collection process. We then

introduce the deep learning algorithms we used to perform object detection and how

we integrated them into a Rapiscan 620DV prototype, for live testing. Finally, we

present experimental results on a number of models we tested on the collected data.

The resulting prototype system has shown great promise, and technology like this

may one day be deployed by the TSA to airports nationally.

3.2 Data Collection

3.2.1 Rapiscan 620DV X-Ray Scanning System

The Rapiscan 620DV X-ray screening system is designed for aviation and high-

security applications. It comprises a tunnel 640 mm wide and 430 mm high, equipped

25



with a 160 kV / 1 mA X-ray source that achieves a steel penetration of 33mm and

a wire resolution of about 80 micrometers (40 American Wire Gauge). The scanner

produces two views through the near-orthogonal orientation of the fan-shaped beams

from the X-ray sources. These projections generate a horizontal and vertical view of

the object under inspection, both of which can be used to identify the contents of a

bag. X-ray detectors collect both high and low X-ray energy data, which allows for

material discrimination. Examples are shown in Figure 3.1.

While it is possible to use the high and low energy image scans as direct inputs

to our model, we instead choose to use the pre-processed RGB coloration typically

shown to human TSOs. This coloring uses the relationship between the linear at-

tenuation coefficient and photon energy to estimate effective atomic number (Z),

transforming the image into one where material properties can be more readily in-

ferred: for example, organic materials tend to have low Z, while metallic materials

tend to have higher Z. According to Rapiscan’s proprietary coloring scheme, metallic

objects are colored blue, organic materials are tinted orange, and materials with ef-

fective Z (Zeff ) between these two are shaded green. Using this false coloring as our

input achieves two objectives: (i) encoding of additional human knowledge of mate-

rial properties, which are highly informative for threat detection (firearms, sharps,

and blunts, for example, often contain metallic components) and (ii) aligning the

image input color distribution closer to the pre-trained weights, which were trained

on RGB natural scenes.

3.2.2 Scan Collection and Annotation

Baggage scans were collected at various sites, occurring over multiple collection

events. This data collection targeted several of the TSA’s designated threat cat-

egories: firearms (e.g. pistols), sharps (e.g. knives), blunts (e.g. hammers), and
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Table 3.1: Total number of unique threat items and number of images collected for
each threat.

Threat Type Total Threats Total Images

Blunts 10 3366
Firearms 43 (assembled) + 19 (disassembled) 3480

LAGs 70 3456
Sharps 40 3484

LAGs (e.g. liquid-filled bottles). A diverse set of unique items from each class were

selected to provide coverage for each threat type; for example, the firearms set in-

cluded both assembled and disassembled guns. To simulate the diversity of real-world

traffic, a variety of host bags was used, including roller, laptop, and duffel bags. Each

was filled with diverse assortments of benign items, such as clothing, shoes, electron-

ics, hygiene products, and paper products. Threats were added to each host bag in

different locations and orientations, as well as with imaginative concealments, to sim-

ulate the actions of potentially malicious actors. Under the assumption that threat

objects are typically rare, most bags contained only one threat, as in the examples

shown in Figure 3.1.

Given the time-consuming nature of assembling bags for scanning, a single bag

was used to host different unique threats for multiple scans, with a minor exchanging

of benign clutter between insertions. Each bag was also scanned in several different

poses (e.g. flipped or rotated). These strategies allow for more efficient collection of

more scans and encourage our models to learn invariance to exact positioning within

the tunnel. Total number of threats scanned are summarized in Table 3.1.

After the scans were collected, each image was hand-annotated by human labelers,

where each label consisted of both the threat class-type, as well as the coordinates

of the bounding box. Each box was specified to be as tight as possible in each view,

while still containing the full object; in the case of objects like sharps and blunts,
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this definition included the handle, for instances in which there was one. In total,

the entire data collection effort of assembling, scanning, and labeling bags took over

400 worker hours.

3.3 Methods

3.3.1 Convolutional Neural Networks

The advent of deep convolutional neural networks (CNNs) [LBD+89] has resulted

in a quantum leap in the field of computer vision. Across virtually all computer

vision tasks, the incorporation of CNNs into model designs has resulted in signifi-

cant performance gains; consequently, CNNs play a significant role in almost every

recent computer vision algorithm. Unlike classical methods that rely upon carefully

selected, human-engineered features, machine learning (and deep learning) methods

learn these features from the data itself. CNNs in particular are designed to learn hi-

erarchical representations [ZF14], resulting in a feature extractor that produces highly

informative, abstract encodings that can be used for downstream tasks, such as clas-

sification [KSH12]. Additionally, the learned visual features are highly transferable:

for example, CNN weights learned for the classification task of ImageNet [DDS+09]

can serve as a good initialization for other datasets or even other related computer

vision tasks [YCBL14, RASC14, GDDM14]. Doing so can considerably reduce the

number of training examples needed for the desired task. In the setting of automatic

threat detection at TSA checkpoints, this is especially significant, as we must assem-

ble, scan, and label each training sample ourselves; pre-trained networks allow us to

significantly cut down man-hours and costs.

There are several design considerations for CNNs. Most obvious is model perfor-

mance: how good are the features the CNN extracts for the downstream task? In

general, there is a positive correlation between the number of CNN layers (depth) and
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Table 3.2: ImageNet classification accuracy and number of parameters for each of
the CNN architectures considered in our experiments. Adapted from [HRS+17].

CNN Architecture Top-1 Accuracy Number of parameters

Inception V2 [IS15] 73.9 10.2 M
ResNet-101 [HZRS16] 77.0 42.6 M
ResNet-152 [HZRS16] 77.8 58.1 M

Inception ResNet V2 [SIVA16] 80.4 54.3 M

Data Acquisition

•Produce X-ray data 
from dual-energy 
transmission in two 
complementary views

Material 
Characterization

•Calculate 𝑍"##
per pixel from 
dual energy 
attenuations

Image Creation

•Assign color to 
every pixel 
based on 𝑍"##

Object Detection 
Inference

•Run trained 
forward model 
on 𝑅𝐺𝐵 image

Image and Alarm 
Display

•Display 𝑅𝐺𝐵
image with 
alarms for TSO

Figure 3.2: Diagram of the prototype Rapiscan 620DV X-ray screening system
with threat recognition capability. Dual-energy X-Ray information yields false-color
images of two views, which are fed to a trained deep convolutional object detector.
Detections above threshold are displayed for the user. Scans produced by a laboratory
prototype not in TSA configuration.

parameters with overall performance [SZ15, HZRS16], though architectural choices

can play a significant role as well [ZVSL18]. However, finite hardware memory and

processing time limit model size. We consider several popular CNN architectures in

our experiments, summarized in Table 3.2.

3.3.2 Object Detection

Localizing and classifying objects in a scene is a canonical research area in computer

vision. In this context, localization refers to the production of a bounding box which

is as tight as possible while still containing the entire object, while classification is
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the identification of which of a pre-determined set of classes the object belongs to.

Formally, given an image X, the goal of object detection is to predict the class ci

of each object indexed by i, as well as the center and dimensions (xi, yi, wi, hi) of a

bounding box.

Modern object detectors are almost exclusively built upon CNN backbones. The

specific CNN architecture used is often readily interchangeable, with the choice of

CNN depending on the trade-off between accuracy with speed and memory. How

predictions are made from the features extracted by the CNN can vary, and various

object detection meta-architectures [HRS+17] have been recently proposed, of which

we highlight two notable ones here.

Faster R-CNN: Faster R-CNN [RHGS15] makes predictions in a two-stage pro-

cess. In first stage, called the Region Proposal Network (RPN), a set of reference

boxes of various sizes and dimensions (termed anchor boxes) are tiled over the entire

image. Using features extracted by a CNN, the RPN assigns an “objectness” score

to each anchor based on how much it overlaps with a ground-truth object, as well as

a proposal of how each anchor box should be adjusted to better bound the object.

The Np box proposals with highest objectness scores are then passed to the second

stage, where Np is a hyperparameter controlling the number of proposals. In the

second stage, a classifier and box refinement regressor yield final output predictions.

Non-maximal suppression reduces duplicate detections.

SSD: Unlike Faster R-CNN, which performs classification and bounding box

regression twice, Single-stage detectors like SSD [LAE+16] combine both stages. This

eliminates the proposal stage to directly predict both classes and bounding boxes at

once. This reduction tends to make the network much faster, though sometimes at

the cost of accuracy.
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Table 3.3: Inference speed and mAP of the considered feature extractor and meta-
architecture combinations. Timing measured on a Nvidia GeForce GTX 1080 Graph-
ical Processing Unit (GPU).

Model Speed (s/scan) mAP Sharps Blunts Firearms LAGs

SSD-InceptionV2 0.042 0.7523 0.408 0.918 0.757 0.907
Faster-RCNN-ResNet101 0.222 0.9166 0.766 0.976 0.944 0.973
Faster-RCNN-ResNet152 0.254 0.9244 0.786 0.980 0.947 0.976

Faster-RCNN-InceptionResNetV2 0.812 0.9410 0.818 0.983 0.962 0.985

3.3.3 Evaluation

The two-part nature of the object detection task–localization and classification–

requires evaluation metrics that assess both aspects of detections. The quality of

an algorithm-produced predicted box (Bp) with a ground-truth bounding box (Bgt)

is formalized as the IoU = area(Bp ∩Bgt)/area(Bp ∪Bgt).

A Tp, Fp, and Fn are defined in terms of the IoU of a predicted box with a

ground-truth box, as well as the class prediction. A true positive proposal is a

correctly classified box that has an IoU above a set threshold (e.g. 0.5), a false

positive proposal either misclassifies an object or does not achieve a sufficiently high

IoU, and a false negative is a ground-truth object that was not properly bounded

(with respect to IoU) and correctly classified.

At a particular IoU threshold, the precision and recall of the model may be

computed as the proportion of proposed bounding boxes that are correct and the

proportion of ground truth objects that are correctly detected, respectively. These

quantities are: Precision = Tp/(Tp+Fp), Recall = Tp/(Tp+Fn). Precision-recall (PR)

curves are constructed by plotting both quantities over a range of operating point

thresholds. We present these curves in Section 3.5 to provide a sense for model

performance. Additionally, we may quantitatively summarize model performance

through mAP. AP is the AUC of the PR curve for a single class, and mAP is the

mean of the APs across all classes.
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3.3.4 Rapiscan 620DV Integration

In order to take a concrete step towards the TSA’s goal of potentially deploying

the deep learning-based automated threat detector, we also worked to integrate the

algorithm with the Rapiscan 620DV. The Rapiscan 620DV has an onboard computer

and monitors to construct and display images from the output of the X-ray photon

detectors, as well as algorithms for explosives detection. We wish to leave these

functionalities untouched, simply overlaying an additional detection output on screen.

Therefore, we pipe the constructed scan images to our model, perform inference, and

project the predictions to the display (see Figure 3.2).

To achieve threat recognition, we export a trained model and run it in parallel with

existing software. The system computer hardware was upgraded to an Intel i7 CPU

and a Nvidia GeForce GTX 1080 GPU in order to support the TensorFlow [AAB+15]

implementation of the model graph. This allows for a single integrated machine

to perform all of the computation for the 620DV, unlike previous implementations

that require an additional auxiliary machine to perform the deep neural network

computation [LHG+18]. While the resulting integrated system has been used for

live demos, the experimental results we report in this paper were computed with a

held-out test set.

3.4 Related Work

The development of computer-aided screening for aviation security has garnered much

attention in the past two decades. We focus here specifically on efforts to locate and

classify potential threats in X-ray images.

Initial work using machine learning to classify objects in X-ray images leveraged

hand-crafted features fed to a traditional classifier such as a Support Vector Machine

(SVM). In particular, [BYB11] used Bag-of-Visual-Words (BoVW) and an SVM to
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Figure 3.3: PR curves for four meta-architecture/feature extractor combinations.
(a) Sharps, (b) Blunts (c) Firearms (d) LAGs.

classify X-ray baggage with feature representations such as Difference of Gaussians

(DoG) in conjuction with scale-invariant feature transform (SIFT) [Low99]. Fur-

ther BoVW approaches are used for classification in [TMB13], [BBB13], [MSA16],

[KAD+16].

While deep learning has been applied to general image analysis for at least a

decade, its adoption for X-ray security image analysis is relatively recent. Still, there

are several works that apply deep learning to baggage screening. In [RJMG17],

the authors provide a review of methods for automating X-ray image analysis for

cargo and baggage security, pointing to the use of CNNs as a promising direction.

The first application of deep learning to an X-ray baggage screening context was

for classifying manually cropped regions of X-ray baggage images that contained

different classes of firearms and knives, with additional benign classes of camera and

laptop [AKDB16]. To perform classification, [AKDB16] fine-tuned a pre-trained

33



CNN to their unique datasets, leveraging transfer learning to improve training with

a limited number of images compared to the size of datasets that CNNs are typically

trained on. In [AKDB16], the authors compare their classification performance to

the BoVW methods mentioned above.

The work of [AKDB16] is extended in [AB17, AKWB18] to examine the use of

deep object detection algorithms for X-ray baggage scans. The authors address two

related problems: binary identification of objects as firearms or not and a multiclass

problem using the same classes as [AKDB16]. They expand the CNN classification

architectures investigated to include VGG [SZ15] and ResNet [HZRS16], and they

further adapt Faster R-CNN [RHGS15], R-FCN [DLHS16], and YOLOv2 [RF17] as

CNN-based detection methods to X-ray baggage. However, these experiments were

done in simulation on pre-collected datasets, without any integration into the scanner

hardware. They also do not take advantage of the X-ray scanner’s multiple views.

Concurrent with this work, the TSA has sought to incorporate deep learning sys-

tems at U.S. airport security checkpoints in other efforts. In [LHG+18], the authors

present data collection efforts for firearms and sharps classes and compare the perfor-

mance of five object detection models. Relative to [LHG+18], we also include blunt

weapons and LAGs categories, and we train a single four-class detector, rather than

training an individual detector for each category.

3.5 Experiments

For our experiments and in-system implementation, we use Google’s code

base [HRS+17] of object detection models, implemented in TensorFlow [AAB+15].

We initialize each model with pre-trained weights from the MSCOCO Object De-

tection Challenge [LMB+14] and then fine-tune them to detect each of the target

classes (firearms, sharps, blunts, LAGs) simultaneously, which allows us to perform
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Figure 3.4: (a) Heatmap indicating density of bounding box dimensions for the
training set. Various anchor box distributions are shown; each color indicates a dif-
ferent anchor box experimental setting. Natural image defaults in blue. (b) Precision-
recall curves for default anchor boxes and engineered set on sharps. Colors correspond
to the distributions shown in (a).

detection four times as fast as if we trained a separate algorithm for each. Since

we initialize with weights pre-trained on MSCOCO, we pre-process each image by

subtracting from each pixel the channel-means of the MSCOCO dataset; this aligns

our pre-processing with that performed on images for the MSCOCO Challenge.

For all Faster R-CNN algorithms, we use a momentum optimizer [Qia99] with

a learning rate of 0.003 for 130,000 steps, reducing it by a factor of 10 for 40,000

steps, and reducing by another factor of 10 for a final 30,000 steps. For the SSD

model, we used 200,000 steps of an RMSprop optimizer [HSS12] with an exponential

decay learning rate starting at 0.003, and decaying by 0.9 every 4000 steps. During

training, a batch size of 1 was used for all Faster R-CNN models, and a batch size of

24 was used for SSD.

From the 13, 786 images collected, we create a 70/10/20 train-validation-test split,

which we use for all experiments. We take care to ensure the two images (views) of

a particular bag remain in the same split.
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Figure 3.5: Precision-recall comparison of single view (blue) versus with multi-view
(orange) detection for (a) sharps (c) blunts (c) firearms (d) LAGs . Note that the
multi-view graphs shown here are a choice of analysis, and not a different technique.
The training and inference of Faster R-CNN are the same in both traces.

3.5.1 Feature Extractor and Meta-architecture

As discussed in Section 3.3, there are many options for both CNN feature extractor

and the object detection meta-architecture, each with its own advantages and dis-

advantages. See [HRS+17] for extensive comparisons on MS COCO [LMB+14]. For

the collected X-ray scan dataset, we choose to analyze several high-performing com-

binations. Detection performance is measured in terms of AP for each of the classes

of interest, and mAP for overall performance is also calculated. We also measure
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processing time per scan to project practical passenger wait times.

We summarize the results in Table 3.3 and Figure 3.3. Overall, Faster R-CNN

with Inception ResNet V2 has the highest mAP, while SSD with Inception V2 per-

formed the worst. In general, faster models are less accurate, which may be seen in

the “Speed” column of Table 3.3. Faster R-CNN with the two smaller feature ex-

tractors (ResNet101 and ResNet152) achieve nearly the same performance on sharps

as ResNet Inception V2, but at more than three times the speed. While the speed of

single-stage models is suitable for video frame rates, we found this to be unnecessary

for checkpoint threat recognition and to sacrifice too much accuracy.

3.5.2 Anchor Boxes

As discussed in Section 3.3.2, bounding box predictions are typically made relative

to anchor boxes tiled over the image. The object detection algorithms we have

considered were primarily designed for finding common objects (e.g. people, ani-

mals, vehicles) in natural scenes, with datasets like PASCAL VOC [EVW+10] or MS

COCO [LMB+14] in mind.

The anchor box distribution is commonly held to act as a kind of “prior” over

the training data. In YOLO V2 [RF17], anchors are learned by k-means clustering,

and some of the performance gains of this model are credited to this improvement.

We chose several configurations of anchor boxes to better match the distribution of

our training data, and display those configurations alongside training dataset bound-

ing box dimension density in Figure 3.4a. The dataset used for these experiments

was smaller than the dataset used for the main findings as described in Table 3.1.

Training, test, and validation sets were drawn from a pool of images containing 2768

Sharps, 1788 LAGs, 1800 Blunts, and 3080 Firearms. This does not impact our

conclusions stated in the next paragraph.
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Table 3.4: Single View versus Effective Multiple View APs.

Threat Single View AP Multiple Views AP
Sharps 0.786 0.935
Blunts 0.980 0.995

Firearms 0.947 0.984
LAGs 0.976 0.994

During model validation, some of these configurations showed modest gains for

sharps, but these did not generalize during testing. The sharps class PR curves for

the anchor box distributions in 3.4a are shown in 3.4b. We find that performance is

robust to different anchor configurations, showing that even with a different box size

distribution, Faster R-CNN is able to learn accurate bounding box regressors.

3.6 Discussion

The results we have shown bear implications for a pilot real-world deployment of

this technology. In Table 3.3, we showed test AP on sharps and timing for four

feature extractor/meta-architecture pairs. In a possible real-world system, we strive

for inference rates which would not impact screening time and security checkpoint

throughput. Because of the long evaluation time of the Faster R-CNN with Incep-

tionV2 model (∼ 800 ms seconds per bag), we recommend use of Faster R-CNN with

ResNet152 (∼ 250 ms per bag) for its performance/speed tradeoff. For the remainder

of the Discussion section, we will show results only from this model.

3.6.1 Multiple View Redundancy

Unlike typical object detection research benchmarks, the Rapiscan 620DV provides

two views along nearly perpendicular axes of the same scanned object. Within the

context of threat detection in X-ray images, this is especially important, as individual

views may occasionally be uninformative due to perspective or clutter. Leveraging
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Figure 3.6: Sample detections from the Faster R-CNN model with ResNet152 as
the feature extractor. Ground truth bounding boxes are shown in red. (a-b) Sharp
detection. (c-d) Firearm detection. (e) Blunt weapon detection. (f) LAG detection.
The color of predicted box and the label indicate the predicted class. Scans produced
by a laboratory prototype not in TSA configuration.

the two separate views can improve overall performance.

In order to account for the multiple views, we consider a true positive in any view

to be a true positive in all views. False positives are added independently across all
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views. Note that this is not describing a change to the training of the algorithm, nor

the inference process. Rather, by performing our analysis in this way, we hope to

better represent how the system might work in a potential real-world deployment,

when both views are available to a TSO. We show the improvements in PR between

single-view and multi-view evaluation in Figure 3.5 and summarize the AP in Table

3.4.

3.6.2 Sample Detections

In Figure 3.6, we display selected detections from the fully trained Faster R-CNN

with ResNet152 as the feature extractor, for a number of threat classes.

In Subfigures (3.6a-3.6b), we display two views of the same scan. The very small

profile of the folding knife in one view (3.6b) makes detection challenging for the

trained object detector (though there is a low-confidence false alarm). However, the

knife presents a more clear profile in Subfigure 3.6a, and is detected there. This

motivates what we call “multi-view” analysis, which we discuss further in Section

3.6.1.

Subfigure 3.6e shows a blunt threat which is detected twice. The larger detection,

which encompasses the head and handle of a hammer, is a True Positive, because the

IoU of this detection is greater than 0.5. The other detection in this image, however,

only covers the hammer’s head. While the presence of the hammer merits an alarm,

the detection does not overlap enough with the ground truth, and is therefore a False

Positive. Some of the training data included hammer heads disconnected from a

handle. It may be harder for the CNN to learn to bound hammers with handles or

hammer heads only.

To demonstrate detections of the remaining threat classes Subfigure 3.6f shows a

detected LAG, and Subfigures 3.6c and 3.6d show scans with firearms. Note that the
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machine pistol in Subfigure 3.6d is not as well localized, compared to the firearm in

3.6c, likely due to the obscuring presence of a laptop. However, such an alarm still

makes the threat readily visible to a human operator.

3.7 Conclusions

We have investigated use of state-of-the-art techniques for the challenging task of

threat detection in bags at airport security checkpoints. First, we collected a sig-

nificant amount of data, assembling by hand many bags and bins which simulate

everyday traffic. These concealed a wide variety of threats. We scanned each bag to

produce X-ray images, and annotated both views of the scan. We then trained mul-

tiple modern object detection algorithms on the collected data, exploring a number

of settings and engineering them for the task at hand. We have presented the results

of evaluating the model on held-out validation and test data.

In general, we do not find single stage methods to be accurate enough as a security

screening method, and their frame rate advantages are superfluous in this application.

There are variants of the Faster R-CNN which can run on commercially available

computer hardware, and still achieve accurate threat recognition.

In addition to the evaluation presented in Section 3.5, the TSA has also tested

prototype Rapiscan 620DV systems with directly integrated trained models. These

results have shown the promise of deep learning methods for automatic threat recog-

nition. Further, they illustrate that the TSA, using X-ray scanners such as the Rapis-

can 620DV, has the capability to bring these new technologies to airport checkpoints

in the near future.
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Chapter 4

Object Detection as a Positive-Unlabeled

Problem

4.1 Introduction

The performance of supervised deep learning models is often highly dependent on the

quality of the labels they are trained on [ZBB+17, VAC+17, JZL+18]. Recent work

[TSdC+19] has implied the existence of “support vectors” in deep learning datasets:

hard to classify examples that have an especially significant influence on a classifier’s

decision boundary. As such, ensuring that these difficult examples have the correct

label would appear to be important to the final classifier.

Collecting completely accurate labels for object detection [GDDM14, Gir15,

LAE+16, RHGS15, RDGF16, DLHS16, RF17], however, can be challenging, much

more so than it is for classification data. Unlike the latter, where there is a single

label per image, the number of objects in an image is often variable, and objects

can come in a large variety of shapes, sizes, poses, and settings, even within the

same class. Worse, object detection scenes are often crowded, resulting in object

instances that may be occluded. Given the requirement for tight bounding boxes

and the sheer number of instances to label, constituting annotations can be very

time-consuming. For example, just labeling instances, without localization, required

∼30K worker hours for the 328K images of MS COCO [LMB+14], and the airport

checkpoint X-ray dataset used in [LHG+18], which required assembling bags, scan-

ning, and hand labeling, took well over 250 person hours for 4000 scans over the span

of several months. For medical datasets [MAD+12, YWLS17, LGH+17, WPL+17],
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Figure 4.1: Because of inter- and intra-annotator inconsistencies and the inher-
ent difficulty of instance labeling, the ground truth of object detection datasets can
be incomplete. Example images and their ground truth labels shown for (clock-
wise from top left) PASCAL VOC [EVW+10] (missing people and bottles), MS
COCO [LMB+14] (missing people), DeepLesion [YWLS17] (ground truth is the
dotted line; two boxes on the left indicate two unlabeled nodules), and Visual
Genome [KZG+17] (missing people, tree, clothing, etc.).

this becomes even more problematic, as highly trained (and expensive) radiologist

experts or potentially invasive biopsies are needed to determine ground truth.

As a result of its time-consuming nature, dataset annotations are often crowd-

sourced when possible, either with specialized domain experts or Amazon’s Mechan-

ical Turk, significantly speeding up the data annotation process. In order to en-

sure consistency, dataset designers establish labeling guidelines and/or have multiple

workers label the same image [EVW+10, LMB+14]. Regardless, tough judgment-call

instances, inter- and even intra-worker variability, and human error can still result
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Epoch 1 Epoch 2 Epoch 3 Epoch 4 Epoch 5

Before

After

Figure 4.2: Detections on a PASCAL VOC train set image missing annotations
throughout training: only the sofa in the lower left has a label. Each column shows
detections directly before (top) and after (bottom) the model is trained on the image
shown, for each epoch. While the sofa is consistently detected (purple box) after
being learned, the unlabeled objects (2 monitors, a chair) are repeatedly found and
then suppressed after being trained upon.

in overall inconsistency in labeling, or missing instances entirely. This becomes espe-

cially exacerbated when trying to form a larger dataset, like OpenImages [KRA+18],

which while extremely large, is incompletely labeled.

On the other hand, object detection algorithms often use the standard cross-

entropy loss for object classification. As a result, implicit to this loss function is

the assumption that any region without a bounding box does not contain an object;

in other words, classification is posed as a positive-negative (PN) learning problem.

While such an assumption may be reasonable for an appropriately accurate ground

truth for each image, despite best efforts, this is often not the case in practice due

to the previously outlined difficulties of instance annotation. As shown in Figure 4.1

for a wide array of common datasets, the lack of instance label does not always mean

the absence of a true object.

While the result of this characterization constitutes a noisy label setting, it is

not noisy in the same respect as is commonly considered for classification problems
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[ZBB+17, VAC+17, JZL+18]. The presence of a positive label in object detection

datasets are generally correct with high probability; it is the lack of a label that should

not be interpreted with confidence as a negative (or background) region. Thus, given

these characteristics common to object detection data, we propose recasting object

detection as a positive-unlabeled (PU) learning problem [Den98, DDGL99, LDG00,

EN08, KNDS17]. With such a perspective, existing labels still implies a positive

sample, but the lack of one no longer enforces that the region must be negative. This

can mitigate the confusing learning signal that often occurs when training on object

detection datasets.

In this work, we explore how the characteristics of object detection annotation

lend themselves to a PU learning problem and demonstrate the efficacy of adapting

detection model training objectives accordingly. We first illustrate with an empirical

study the confusing effect missing labels have on the training process. We then

perform a series of experiments to demonstrate the effectiveness of the PU objective

on two popular, well-labeled object detection datasets (PASCAL VOC [EVW+10] and

MS COCO [LMB+14]) across a range of label missingness, as well as two datasets

with real incomplete labels (Visual Genome [KZG+17], DeepLesion [YWLS17]).

4.2 Example Forgetting in Object Detection

In a recent study of training dynamics of neural network classifiers, the authors of

[TSdC+19] defined a “forgetting event” as a training example switching from being

classified correctly by the model to being classified incorrectly during training. It was

found that certain examples were forgotten more frequently than others while others

were never forgotten (termed “unforgettable”), with the degree of forgetting for in-

dividual examples being consistent across neural network architectures and random

seeds. When visualized, the forgotten examples tend to have atypical or uncommon
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(a) Labeled objects (b) Unlabeled objects

Figure 4.3: Detection rates of objects before and after training on their correspond-
ing images for (a) labeled instances and (b) instances with labels withheld during
training.

characteristics (e.g., pose, lighting, angle), relative to “unforgettable” examples. In-

terestingly, a significant number of “unforgettable” examples could be removed from

the training set with only a marginal reduction in test accuracy, if the “hard” exam-

ples were kept. This implies that the “hard” examples play a role akin to support

vectors in max-margin learning, while easier “unforgettable” examples have little

effect on the final decision boundary.

Within the context of object detection datasets, we hypothesize that unlabeled

object instances form a similar group of hard examples that are also learned and

then forgotten throughout training. Unlike the inter-batch catastrophic forgetting

in [TSdC+19], however, where hard examples are learned while part of the current

minibatch and then forgotten while learning other examples, unlabeled samples in

object detection are learned from other examples and then suppressed after incurring

misclassification losses during training (see Figure 4.2). Unlabeled instances strongly

resemble positive examples throughout the rest of the dataset and indeed should be

considered as such, but their lack of labels mean that the typical PN classification

objective incentivizes learning them as negatives. Given that hard examples have

a strong influence on classifier boundaries, having unlabeled examples trained as
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negatives may prove especially detrimental to training.

We perform a similar study as [TSdC+19] and investigate forgetting events on

PASCAL VOC [EVW+10] by tracking detection rates of labeled and unlabeled in-

stances in the training set throughout learning. In particular, an object is considered

detected if the detector produces a bounding box with intersection over union (IoU)

of at least 0.5 and the classifier is at least 80% confident in the correct class. We

track whether or not an object was detected directly before the image it belongs to

is trained upon, and then again after the gradients have been applied. These indi-

cator variables are then combined across objects for each epoch and reported as a

percentage. While PASCAL VOC does naturally have unlabeled instances, we do

not have access to these without a re-labeling effort. As such, we remove 10% of

object annotations during training, but use them to calculate detection rates for this

experiment.

Detection rates for labeled and unlabeled objects over time are shown in Figure

4.3. As is expected, the model learns to detect a higher percentage of labeled instances

over time, and objects are overall more likely to be detected immediately after the

detector trains on them. Despite not having an explicit learning signal, unlabeled

objects are still learned throughout training, but at a lower rate than labeled ones. In

contrast with labeled objects, unlabeled object detections are discouraged with each

PN gradient, leading to a dip in overall detection rates immediately after training.

Despite this, overall detection rates of unlabeled objects grows through the first 5

epochs of training, implying a repeated cycle of learning unlabeled objects from other

intra-class examples, forgetting them when explicitly trained against them, and then

learning them again. Given the undesirability of this forced suppression of detected

objects, we seek a method to remedy this behavior.
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(a) Positive-Negative, assum-
ing full labels

(b) Positive-Negative, with
missing labels

(c) Positive-Unlabeled, with
missing labels

Figure 4.4: A classifier (green) learns to separate proposals by “objectness”. Models
trained with a standard cross-entropy loss implicitly assume positive-negative (PN)
learning: regions with bounding boxes are considered positive (blue), and any other
proposed boxes are treated as negative (red). This is reasonable when labels are
complete (a), but in reality, object detection datasets are inherently challenging to
label, leading to missing annotations; this forces the classifier to exclude unlabeled
objects from the positive class (b). We propose a positive-unlabeled (PU) approach
(c), which considers non-labeled regions as unlabeled (yellow) rather than negative,
allowing non-positive regions to be classified as positive. Best viewed in color.

4.3 Methods

4.3.1 Faster R-CNN

In principle, the observed problem is characteristic of the data and is thus general to

any object detection framework. However, in this work, we primarily focus on Faster

R-CNN [RHGS15], a popular 2-stage method for which we provide a quick overview

here.

As with other object detection models, given an input image X, the desired output

of Faster R-CNN is a bounding box B(i) ∈ R4 and class probabilities c(i) ∈ Rk for

each object (indexed by i) present, where k is the number of classes and the final

classification decision is commonly argmax c(i). Faster R-CNN does this in a 2-stage

process. First, a convolutional neural network (CNN) [LBD+89] is used to produce

image features h. A Region Proposal Network (RPN) then generates bounding box

proposals B̂(i) relative to a set of reference boxes spatially tiled over h. At the same
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time, the RPN predicts an “objectness” probability ĉ(i) for each proposal, learned as

an object-or-not binary classifier. The second stage then takes the proposals with

the highest scores, and predicts bounding box refinements to produce B(i) and the

final classification probabilities c(i).

Of particular interest is how the classifier producing ĉ(i) is trained. Specifically,

the cross-entropy loss H(t, y) is employed, where H(t, y) signifies the loss incurred

when the model outputs t when the ground truth is y. In the RPN, this results in

the following classification risk minimization:

RRPN
pn = πpE[H(ĉp,+1)] + πnE[H(ĉn,−1)] (4.1)

where πp and πn are the class probability priors for the positive and negative classes,

respectively, and ĉ
(i)
p and ĉ

(i)
n are the predicted “objectness” probabilities for ground

truth positive and negative regions. This risk is estimated with samples as:

LRPNpn =
π̂p
Np

Np∑
i=1

H(ĉ(i)
p ,+1) +

π̂n
Nn

Nn∑
i=1

H(ĉ(i)
n ,−1) (4.2)

where Np and Nn are the number of ground truth positive and negative regions being

considered, respectively, and the class priors are typically estimated as π̂p = Np

Np+Nn

and π̂m = Nn

Np+Nn
. Notably, this training loss treats all non-positive regions in an

image as negative.

4.3.2 PU Learning

In a typical binary classification problem, input dataX ∈ Rd are labeled as Y ∈ {±1},

resulting in what is commonly termed a positive-negative (PN) problem. This im-

plicitly assumes having samples from both the positive (P) and negative (N) distribu-

tions, and that these samples are labeled correctly (Figure 4.4a). However, in some

instances, we only know the labels of the positive samples. The remainder of our
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data are unlabeled (U): samples that could be positive or negative. Such a situation

is commonly called a positive-unlabeled (PU) setting, where the N distribution is re-

placed by an unlabeled (U) distribution (Figure 4.4c). Such a representation admits

a classifier that can appropriately include unlabeled positive regions on the correct

side of the decision boundary. We briefly review PN and PU risk estimation here.

Let p(x, y) be the underlying joint distribution of (X, Y ), pp(x) = p(x|Y = +1)

and pn(x) = p(x|Y = −1) be the distributions of P and N data, p(x) be the dis-

tribution of U data, πp = p(Y = +1) be the positive class-prior probability, and

πn = p(Y = −1) = 1 − πp be the negative class-prior probability. In a PN set-

ting, data are sampled from pp(x) and pn(x) such that Xp = {xpi }
Np

i=1 ∼ pp(x) and

Xn = {xni }Nn
i=1 ∼ pn(x). Let g be an arbitrary decision function that represents a

model. The risk of g can be estimated from Xp and Xn as:

R̂pn(g) = πpR̂
+
p (g) + πnR̂

−
n (g) (4.3)

R̂+
p (g) = 1/Np

∑Np

i=1 `(g(xpi ),+1) and R̂−n (g) = 1/Nn

∑Nn

i=1 `(g(xni ),−1), where ` is the

loss function. In classification, ` is commonly the cross-entropy loss H(t, y).

In PU learning, Xn is unavailable; instead we have unlabeled data Xu = {xui }Nu
i=1 ∼

p(x), where Nu is the number of unlabeled samples. However, the negative class

empirical risk R̂−n (g) in Equation 4.3 can be approximated indirectly [DNS15, DNS14].

Denoting R−p (g) = Ep[`(g(X),−1)] and R−u (g) = EX∼p(x)[`(g(X),−1)], and observing

πnpn(x) = p(x) − πppp(x), we can replace the missing term πnR
−
n (g) = R−u (g) −

πpR
−
p (g). Hence, we express the overall risk without explicit negative data as

R̂pu(g) = πpR̂
+
p (g) + R̂−u (g)− πpR̂−p (g) (4.4)

where R̂−p (g) = 1/Np

∑Np

i=1 `(g(xpi ),−1) and R̂−u (g) = 1/Nu

∑Nu

i=1 `(g(xui ),−1).

However, a flexible enough model can overfit the data, leading to the empirical
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risk in Equation 4.4 becoming negative. Given that most modern object detectors

utilize neural networks, this type of overfitting can pose a significant problem. In

[KNDS17], the authors propose a non-negative PU risk estimator to combat this:

R̂pu(g) = πpR̂
+
p (g) + max{0, R̂−u (g)− πpR̂−p (g)} (4.5)

We choose to employ this non-negative PU risk estimator for the rest of this work.

4.3.3 PU Learning for Object Detection

PU Object Proposals

In object detection datasets, the ground truth labels represent positive samples. Any

regions that do not share sufficient overlap with a ground truth bounding box are

typically considered as negative background, but the accuracy of this assumption

depends on every object within a training image being labeled, which may not be

the case (Figure 4.1). As shown in Figure 4.4b, this results in the possibility of

positive regions being proposed that are labeled negative during training, due to a

missing ground truth label. Therefore, we posit that object detection more naturally

resembles a PU learning problem than PN.

We recognize that two-stage detection naturally contains a binary classification

problem in the first stage. In Faster R-CNN specifically, the RPN comprising the first

stage assigns an “objectness” score, which is learned with a binary cross-entropy loss

(Equation 4.2). As previously noted, the PN nature of this loss can be problematic,

so we propose replacing it with a PU formulation. Combining Equations 4.2 and 4.5,

we produce the following loss function:

LRPNpu =
πp
Np

Np∑
i=1

H(ĉ(i)
p ,+1) + max

{
0,

1

Nu

Nu∑
i=1

H(ĉ(i)
u ,−1)− πp

Np

Np∑
i=1

H(ĉ(i)
p ,−1)

}
(4.6)
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Figure 4.5: Faster R-CNN [RHGS15] Region Proposal Network (RPN) with the
proposed positive-unlabeled cross-entropy loss. The estimate of the positive class
prior π̂p is updated with the objectness predictions ĉ, with momentum γ.

(a) ρ = 0.4 (b) ρ = 0.5 (c) ρ = 0.6

Figure 4.6: Positive class prior π̂p estimated during training of Faster R-CNN on
PASCAL VOC versus from hand-tuning πp as a hyperparameter, for instance label
missingness proportion ρ = {0.4, 0.5, 0.6}.

Such a loss function relaxes the penalty of positive predictions for unlabeled objects.

Estimating πp

The PU cross-entropy loss in Equation 4.6 assumes the class-prior probability of the

positive class πp is known. In practice, this is not usually the case, so πp must be

estimated, denoted as π̂p. For object detection, estimating πp is especially problematic

because πp is not static: as the RPN is trained, an increasing proportion of region

proposals will (hopefully) be positive. While [KNDS17] showed some robustness to πp
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misspecification, this was only on a fairly narrow range of πp ∈ [0.8πp, 1.2πp]. During

object detection performance, πp starts from virtually 0 and grows steadily as the

RPN improves. As such, any single estimate π̂p poses the risk of being significantly

off the mark during a large portion of training.

To address this, we recognize that the RPN of Faster R-CNN is already designed

to infer the positive regions of an image, so we count the number of positive regions

produced by the RPN and use it as an estimator for πp:

π̂p =
NRPN
p

NRPN
(4.7)

where NRPN is the total number of RPN proposals that are sampled for training, and

NRPN
p being those with classifier confidence of at least 0.5. Note that this estimation

of πp comes essentially for free. Given that Faster R-CNN is trained one image at a

time and the prevalence of objects varies between images, we maintain an exponential

moving average with momentum γ in order to stabilize π̂p (see Figure 4.5). This

estimate π̂p is then used in the calculation of the loss LRPNpu and its gradients.

4.4 Related work

Like many machine learning problems, the formulation of most object detection

frameworks are designed fully supervised [GDDM14, Gir15, LAE+16, RHGS15,

RDGF16, DLHS16, RF17]: it is assumed that there exists a dataset of images where

every object is labeled and such a dataset is available to train the model. However, as

discussed above, collecting such a dataset can be expensive. Because of this, methods

that can learn from partially labeled datasets have been a topic of interest for object

detection. What “partially labeled” constitutes can vary, and many types of label

missingness have been considered.
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Weakly supervised object detection models [BV16, OBLS15, RW15] assume a

dataset with image level labels, but not any instance labels. These models are some-

what surprisingly competent at identifying approximate locations of objects in an

image without any object specific cues, but have a harder time with providing pre-

cise localization. This is especially the case when there are many of the same class of

object in close proximity to each other, as individual activations can blur together,

and the lack of bounding boxes makes it difficult to learn precise boundaries.

Other approaches consider settings where bounding boxes are available for some

classes (e.g., PASCAL VOC’s 20 classes) but not others (e.g., ImageNet [DDS+09]

classes). LSDA [HGT+14] does this by modifying the final layer of a CNN [KSH12] to

recognize classes from both categories, and [TWG+16] improves upon LSDA by taking

advantage of visual and semantic similarities between classes. OMNIA [RGBYO18]

proposes a method merging datasets that are each fully annotated for their own set

of classes, but not each other’s.

There are also approaches that consider a single dataset, but the labels are un-

dercomplete across all classes. This setting most resembles what we consider in our

paper. In [DZM+18], only 3-4 annotated examples per class are assumed given to

start; additional pseudo-labels are generated from the model on progressively more

difficult examples as the model improves. Soft-sampling has also been proposed to

re-weight gradients of background regions that either have overlap with positive re-

gions or produce high detection scores in a separately trained detector [WBS+19];

experiments were done on PASCAL VOC with a percentage of annotations discarded

and on a subset of OpenImages [KRA+18].
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(a) PASCAL VOC (b) MS COCO

Figure 4.7: mAP at IoU 0.5 (AP50) on (a) PASCAL VOC and (b) MS COCO, for
a range of label missingness ρ.

4.5 Experiments

4.5.1 Hand-tuning Versus Estimation of πp

As discussed in Section 4.3.3, PU risk estimation requires the prior πp. We experiment

with two ways of determining πp. In the first method (Hand-Tuned), we treat πp as

a constant hyperparameter and tune it by hand. In the second (Estimated), we infer

πp from our network as described in Equation 4.7, setting momentum γ to 0.9. We

compare the estimate π̂p inferred automatically with the hand-tuned πp that yielded

the highest mAP on PASCAL VOC. To see how our estimate changes in response

to label missingness, when assembling our training set, we remove each annotation

from an image with probability ρ, giving us a dataset with 1 − ρ proportion of the

total labels, and then do our comparison for ρ = {0.4, 0.5, 0.6} in Figure 4.6.

In all tested settings of ρ, the estimation π̂p increases over time before stabilizing.

Such a result matches expectations, as when an object detection model is first ini-

tialized, its parameters have yet to learn good values, and thus the true proportion

of positive regions πp is likely to be quite low. As the model trains, its ability to

generate accurate regions improves, resulting in a higher proportion of regions being
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positive. This in turn results in a higher true value of πp, which our estimate π̂p

follows. As the model converges, πp (and π̂p) stabilizes towards the true prevalence

of objects in the dataset relative to background regions. Interestingly, the final value

of π̂p settles close to the value of πp found by treating the positive class prior as a

static hyperparameter, but consistently above it. We hypothesize that this is due to

a single static value having to hedge against the early stages of training, when πp is

lower.

We use our proposed method of auto-inferring πp for the rest of our experiments,

with γ = 0.9, rather than hand-tuning it as a hyperparameter.

4.5.2 PU Versus PN on PASCAL VOC and MS COCO

We investigate the effect that incomplete labels have on object detection training

for the popular datasets PASCAL VOC [EVW+10] and MS COCO [LMB+14], using

Faster R-CNN [RHGS15] with a ResNet101 [HZRS16] convolutional feature extractor.

In order to quantify the effect of missing labels, we artificially discard a proportion ρ

of the annotations. We compare three settings, each for a range of values of ρ. Given

that the annotations are the source of the learning signal, we keep the number of

total instances constant between settings for each ρ as follows:

• PN : We remove a proportion of labels from every image in the dataset, such

that the total proportion of removed labels is equal to ρ, and all images are

included in the training set. We then train the detection model with a PN

objective, as is normal.

• Full-PN : We discard a proportion ρ of entire images and their labels, resulting

in a dataset of fewer images, but each of which retains its complete annotations.

• PU : We use the same images and labels as in PN, but instead train with our
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Table 4.1: Detector performance on Visual Genome, with full labels, at various IoU
thresholds.

AP25 AP50 AP75

Weighted? Y N Y N Y N

PN 12.09 22.79 9.11 17.35 2.46 9.98
PU 13.83 25.56 10.44 19.89 4.52 11.79

proposed PU objective.

A comparison of mean average precision (mAP) performance at IoU 0.5 for these

3 settings on PASCAL VOC and MS COCO is shown in Figure 4.7. As expected,

as ρ is increased, the detector’s performance degrades. Focusing on the results for

PN and Full-PN, it is clear that for an equal number of annotated objects, having

fewer images that are more thoroughly annotated is preferable to a larger number of

images with less thorough labels. On the other hand, considering object detection

as a PU (PU ) problem as we have proposed allows us to improve detector quality

across a wide range of label missingness. While having a more carefully annotated

set (Full-PN ) is still superior, the PU objective helps close the gap. Interestingly,

there is a small gain (PASCAL VOC: +0.2, MS COCO: +0.3) in mAP at full labels

(ρ = 0), possibly due to better learning of objects missing labels in the full dataset.

4.5.3 Visual Genome

Visual Genome [KZG+17] is a scene understanding dataset of objects, attributes,

and relationships. While not as commonly used as an object detection benchmark

as PASCAL VOC or MS COCO, Visual Genome is popular when relationships or

attributes of objects are desired, as when Faster R-CNN is used as a pre-trained

feature extractor for Visual Question Answering [ALA+15, AHB+18]. Given the

large number of classes (33,877) and the focus on scene understanding during the
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(a) (b)

Figure 4.8: Lesion sensitivity versus (a) false positive rate and (b) IoU threshold for
different false positive (FP) allowances per image. We compare the baseline Faster
R-CNN variant in [YWLS17] trained with a PN objective versus the proposed PU
objective.

annotation process, the label coverage of all object instances present in each image

is correspondingly lower than PASCAL VOC or MS COCO. In order to achieve its

scale, the labeling effort was crowd-sourced to a large number of human annotators.

As pointed out in [EVW+10], even increasing from 10 classes of objects in PASCAL

VOC2006 to the 20 in VOC2007 resulted in a substantially larger number of labeling

errors, as it became more difficult for human annotators to remember all of the object

classes. This problem is worse by several orders of magnitude for Visual Genome.

While the dataset creators implemented certain measures to ensure quality, there

still are many examples of missing labels. In such a setting, the proposed PU risk

estimation is especially appropriate, even with all included labels.

We train ResNet101 Faster R-CNN using both PN and the proposed PU risk

estimation on 1600 of the top object classes of Visual Genome, as in [AHB+18].

We evaluate performance on the classes present in the test set and report mAP at

various IoU thresholds {0.25, 0.50, 0.75} in Table ??. We also show mAP results

when each class’s average precision is weighted according to class frequency, as done

in [AHB+18]. The PASCAL VOC and MS COCO results in Figure 4.7 indicate that
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we might expect increasing benefit from utilizing a PU loss as missing labels become

especially prevalent, and for Visual Genome, where this is indeed the case, we observe

that PU risk estimation outperforms PN by a significant margin, across all settings.

4.5.4 DeepLesion

The recent progress in computer vision has attracted increasing attention towards po-

tential health applications. To encourage deep learning research in this direction, the

National Institutes of Health (NIH) Clinical Center released DeepLesion [YWLS17],

a dataset consisting of 32K CT scans with annotated lesions. Unlike PASCAL VOC,

MS COCO, or Visual Genome, labeling cannot be crowd-sourced for most medical

datasets, as accurate labeling requires medical expertise. Even with medical experts,

labeling can be inconsistent; lesion detection is a challenging task, with biopsy often

necessary to get an accurate result. Like other datasets labeled by an ensemble of

annotators, the ground truth of medical datasets may contain inconsistencies, with

some doctors being more conservative or aggressive in their diagnoses. Due to these

considerations, a PU approach more accurately characterizes the nature of the data.

We re-implemented the modified version of Faster R-CNN described in [YWLS17]

as the baseline model and compare against our proposed model using the PU objec-

tive, making no other changes. We split the dataset into 70%-15%-15% parts for

training, validation, and test. Following [YWLS17], we report results in terms of free

receiver operating characteristic (FROC) and sensitivity of lesion detection versus

intersection-over-union (IoU) threshold for a range of allowed false positives (FP)

per image (Figure 4.8). In both cases, we show that switching from a PN objective

to a PU one results in gains in performance.
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4.6 Conclusions and Future Work

Having observed that object detection data more closely resembles a positive-

unlabeled (PU) problem, we propose training object detection models with a PU

objective. Such an objective requires estimation of the class probability of the pos-

itive class, but we demonstrate how this can be estimated dynamically with little

modification to the existing architecture. Making these changes allows us to achieve

improved detection performance across a diverse set of datasets, some of which are

real datasets with significant labeling difficulties. While we primarily focused our

attention on object detection, a number of other popular tasks share similar charac-

teristics and could also benefit from being recast as PU learning problems (e.g., seg-

mentation [RFB15, LSD15, HGDG17], action detection [SZS12, IZJ+17, GSR+18]).

In our current implementation, we primarily focus on applying the PU objective

to the binary object-or-not classifier in Faster R-CNN’s Region Proposal Network.

A natural extension of this work would be to apply the same objective to the second

stage classifier, which must also separate objects from background. However, as the

second stage classifier outputs one of several classes (or background), the classification

is no longer binary, and requires estimating multiple class priors {πc}kc=1 [XXXT17],

which we leave to future work. Such a multi-class PU loss would also allow extension

to single-stage detectors like SSD [LAE+16] and YOLO [RDGF16, RF17]. Given the

performance gains already observed, we believe this to be an effective and natural

improvement to the object detection classification loss.
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Chapter 5

Generative Adversarial Network Training

is a Continual Learning Problem

5.1 Introduction

Generative Adversarial Networks [GPAM+14] (GANs) are a popular framework for

modeling draws from complex distributions, demonstrating success in a wide variety

of settings, for example image synthesis [RMC16, KALL18] and language model-

ing [LMS+17]. In the GAN setup, two agents, the discriminator and the generator

(each usually a neural network), are pitted against each other. The generator learns

a mapping from an easy-to-sample latent space to a distribution in the data space,

which ideally matches the real data’s distribution. At the same time, the discrim-

inator aims to distinguish the generator’s synthesized samples from the real data

samples. When trained successfully, GANs yield impressive results; in the image do-

main for example, synthesized images from GAN models are significantly sharper and

more realistic than those of other classes of models [LSLW16]. On the other hand,

GAN training can be notoriously finicky. One particularly well-known and common

failure mode is mode collapse [CLJ+17, SVR+17]: instead of producing samples suf-

ficiently representing the true data distribution, the generator maps the entire latent

space to a limited subset of the real data space.

When mode collapse occurs, the generator does not “converge,” in the conven-

tional sense, to a stationary distribution. Rather, because the discriminator can

easily learn to recognize a mode-collapsed set of samples and the generator is opti-

mized to avoid the discriminator’s detection, the two end up playing a never-ending
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(a) Iteration 11960 (b) Iteration 12000 (c) Iteration 12160 (d) Iteration 12380

Figure 5.1: Real samples from a mixture of eight Gaussians in red; generated sam-
ples in blue. (a) The generator is mode-collapsed in the bottom right. (b) The
discriminator learns to recognize the generator oversampling this region and pushes
the generator away, so the generator gravitates toward a new mode. (c) The dis-
criminator continues to chase the generator, causing the generator to move in a
clockwise direction. (d) The generator eventually returns to the same mode as (a).
Such oscillations are common while training a vanilla GAN. Best seen as a video:
https://youtu.be/91a2gPWngo8.

game of cat and mouse: the generator meanders towards regions in the data space the

discriminator thinks are real (likely near where the real data lie) while the discrimi-

nator chases after it. Interestingly though, if generated samples are plotted through

time (as in Figure 5.1), it appears that the generator can revisit previously collapsed

modes. At first, this may seem odd. The discriminator was ostensibly trained to

recognize that mode in a previous iteration and did so well enough to push the gener-

ator away from generating those samples. Why has the discriminator seemingly lost

this ability?

We conjecture that this oscillation phenomenon is enabled by catastrophic forget-

ting [MC89, Rat90]: neural networks have a well-known tendency to forget how to

complete old tasks while learning new ones. In most GAN models, the discriminator

is a binary classifier, with the two classes being the real data and the generator’s

outputs. Implicit to the training of a standard classifier is the assumption that the

data are drawn independently and identically distributed (i.i.d.). Importantly, this

assumption does not hold true in GANs: the distribution of the generator class (and

thus the discriminator’s training data) evolves over time. Moreover, these changes in
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the generator’s distribution are adversarial, designed specifically to deteriorate dis-

criminator performance on the fake class as much as possible. Thus, the alternating

training procedure of GANs in actuality corresponds to the discriminator learning

tasks sequentially, where each task corresponds to recognizing samples from the gen-

erator at that particular point in time. Without any measures to prevent catastrophic

forgetting, the discriminator’s ability to recognize fake samples from previous itera-

tions will be clobbered by subsequent gradient updates, allowing a mode-collapsed

generator to revisit old modes if training runs long enough. Given this tendency, a

collapsed generator can wander indefinitely without ever learning the true distribu-

tion.

With this perspective in mind, we cast training the GAN discriminator as a con-

tinual learning problem, leading to two main contributions. (i) While developing

systems that learn tasks in a sequential manner without suffering from catastrophic

forgetting has become a popular direction of research, current benchmarks have re-

cently come under scrutiny as being unrepresentative to the fundamental challenges

of continual learning [FG18]. We argue that GAN training is a more realistic set-

ting, and one that current methods tend to fail on. (ii) Such a reframing of the

GAN problem allows us to leverage relevant methods to better match the dynam-

ics of training the min-max objective. In particular, we build upon the recently

proposed elastic weight consolidation [KPR+17] and intelligent synapses [ZPG17].

By preserving the discriminator’s ability to identify previous generator samples, this

memory prevents the generator from simply revisiting past distributions. Adapting

the GAN training procedure to account for catastrophic forgetting provides an im-

provement in GAN performance for little computational cost and without the need to

train additional networks. Experiments on CelebA and CIFAR10 image generation

and COCO Captions text generation show discriminator continual learning leads to
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better generations.

5.2 Catastrophic Forgetting in GANs

Consider distribution preal(x), from which we have data samples Dreal. Seeking a

mechanism to draw samples from this distribution, we learn a mapping from an

easy-to-sample latent distribution p(z) to a data distribution pgen(x), which we want

to match preal(x). This mapping is parameterized as a neural network Gφ(z) with

parameters φ, termed the generator. The synthesized data are drawn x = Gφ(z),

with z ∼ p(z). The form of pgen(x) is not explicitly assumed or learned; rather, we

learn to draw samples from pgen(x).

To provide feedback to Gφ(z), we simultaneously learn a binary classifier that

aims to distinguish synthesized samples Dgen drawn from pgen(x) from the true sam-

ples Dreal. We also parameterize this classifier as a neural network Dθ(x) ∈ [0, 1] with

parameters θ, with Dθ(x) termed the discriminator. By incentivizing the generator

to fool the discriminator into thinking its generations are actually from the true data,

we hope to learn Gφ(z) such that pgen(x) approaches preal(x).

These two opposing goals for the generator and discriminator are usually formu-

lated as the following min-max objective:

min
φ

max
θ
LGAN(θ,φ) = Ex∼preal(x)[logDθ(x)] + Ez∼p(z)[log(1−Dθ(Gφ(z)))] (5.1)

At each iteration t, we sample from pgen(x), yielding generated data Dgen
t . These

generated samples, along with samples from Dreal, are then passed to the discrimi-

nator. A gradient descent optimizer nudges θ so that the discriminator takes a step

towards maximizing LGAN(θ,φ). Parameters φ are updated similarly, but to min-

imize LGAN(θ,φ). These updates to θ and φ take place in an alternating fashion.
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The expectations are approximated using samples from the respective distributions,

and therefore learning only requires observed samples Dreal and samples from pgen(x).

The updates to Gφ(z) mean that pgen(x) changes as a function of t, per-

haps substantially. Consequently, samples {Dgen
1 , ...,Dgen

t } come from a sequence

of different distributions. At iteration t, only samples from Dgen
t are available, as

Gφ(z) has changed, and saving previous instantiations of the generator or samples

{Dgen
1 , ...,Dgen

t−1} can be prohibitive. Thus, Dθ(x) is typically only provided Dgen
t ,

so it only learns the most recent distribution, with complete disregard for previous

pgen(x). Because of the catastrophic forgetting effect of neural networks, the ability

of Dθ(x) to recognize these previous distributions is eventually lost in the pursuit of

maximizing LGAN(θ,φ) with respect to only Dgen
t . This opens the possibility that the

generator goes back to generating samples the discriminator had previously learned

(and then forgot) to recognize, leading to unstable mode-collapsed oscillations that

hamper GAN training (as in Figure 5.1). Recognizing this problem, we propose that

the discriminator should be trained with the temporal component of pgen(x) in mind.

5.3 Method

5.3.1 Classic Continual Learning

Catastrophic forgetting has long been known to be a problem with neural networks

trained on a series of tasks [MC89, Rat90]. While there are many approaches to

addressing catastrophic forgetting, here we primarily focus on elastic weight con-

solidation (EWC) and intelligent synapses (IS). These are meant to illustrate the

potential of catastrophic forgetting mitigation to improve GAN learning, with the

expectation that this opens up the possibility of other such methods to significantly

improve GAN training, at low additional computational cost.
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Elastic Weight Consolidation (EWC)

To derive the EWC loss, [KPR+17] frames training a model as finding the most

probable values of the parameters θ given the data D. For two tasks, the data are

assumed partitioned into independent sets according to the task, and the posterior for

Task 1 is approximated as a Gaussian with mean centered on the optimal parameters

for Task 1 θ∗1 and diagonal precision given by the diagonal of the Fisher information

matrix F1 at θ∗1. This gives the EWC loss the following form:

L(θ) = L2(θ) + LEWC(θ), with LEWC(θ) ,
λ

2

∑
i

F1,i(θi − θ∗1,i)2 , (5.2)

where L2(θ) = log p(D2|θ) is the loss for Task 2 individually, λ is a hyperparameter

representing the importance of Task 1 relative to Task 2, F1,i =
(∂L1(θ)

∂θi

∣∣
θ=θ∗1

)2, i is

the parameter index, and L(θ) is the new loss to optimize while learning Task 2.

Intuitively, the EWC loss prevents the model from straying too far away from the

parameters important for Task 1 while leaving less crucial parameters free to model

Task 2. Subsequent tasks result in additional LEWC(θ) terms added to the loss for

each previous task. By protecting the parameters deemed important for prior tasks,

EWC as a regularization term allows a single neural network (assuming sufficient pa-

rameters and capacity) to learn new tasks in a sequential fashion, without forgetting

how to perform previous tasks.

Intelligent Synapses (IS)

While EWC makes a point estimate of how essential each parameter is at the con-

clusion of a task, IS [ZPG17] protects the parameters according to their importance

along the task’s entire training trajectory. Termed synapses, each parameter θi of the

neural network is awarded an importance measure ω1,i based on how much it reduced

the loss while learning Task 1. Given a loss gradient g(t) = ∇θL(θ)|θ=θt at time t,
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the total change in loss during the training of Task 1 then is the sum of differential

changes in loss over the training trajectory. With the assumption that parameters θ

are independent, we have:

∫ t1

t0
g(t)dθ =

∫ t1

t0
g(t)θ′dt =

∑
i

∫ t1

t0
gi(t)θ

′
idt , −

∑
i

ω1,i , (5.3)

where θ′ = dθ
dt

and (t0, t1) are the start and finish of Task 1, respectively. Note the

added negative sign, as importance is associated with parameters that decrease the

loss.

The importance measure ω1,i can now be used to introduce a regularization term

that protects parameters important for Task 1 from large parameter updates, just as

the Fisher information matrix diagonal terms F1,i were used in EWC. This results in

an IS loss very reminiscent in form1:

L(θ) = L2(θ) + LIS(θ), with LIS(θ) ,
λ

2

∑
i

ω1,i(θi − θ∗1,i)2 . (5.4)

5.3.2 GAN Continual Learning

The traditional continual learning methods are designed for certain canonical bench-

marks, commonly consisting of a small number of clearly defined tasks (e.g., clas-

sification datasets in sequence). In GANs, the discriminator is trained on dataset

Dt = {Dreal,Dgen
t } at each iteration t. However, because of the evolution of the

generator, the distribution pgen(x) from which Dgen
t comes changes over time. This

violates the i.i.d. assumption of the order in which we present the discriminator data.

As such, we argue that different instances in time of the generator should be viewed

1[ZPG17] instead consider Ω1,i =
ω1,i

(∆1,i)2+ξ , where ∆1,i = θ1,i − θ0,i and ξ is a small number

for numerical stability. We however found that the inclusion of (∆1,i)
2 can lead to the loss

exploding and then collapsing as the number of tasks increases and so omit it. We also change
the hyperparameter c into λ

2 .
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as separate tasks. Specifically, in the parlance of continual learning, the training data

are to be regarded as D = {(Dreal,Dgen
1 ), (Dreal,Dgen

2 ), ...}. Thus motivated, we would

like to apply continual learning methods to the discriminator, but doing so is not

straightforward for the following reasons:

• Definition of a task: EWC and IS were originally proposed for discrete,

well-defined tasks. For example, [KPR+17] applied EWC to a DQN [MKS+15]

learning to play ten Atari games sequentially, with each game being a clear,

independent task. For GAN, there is no such precise definition as to what con-

stitutes a “task,” and as discriminators are not typically trained to convergence

at every iteration, it is also unclear how long a task should be.

• Computational memory: While Equations 5.2 and 5.4 are for two tasks,

they can be extended to K tasks by adding a term LEWC or LIS for each of the

K − 1 prior tasks. As each term LEWC or LIS requires saving both a historical

reference term θ∗k and either Fk or ωk (all of which are the same size as the

model parameters θ) for each task k, employing these techniques naively quickly

becomes impractical for bigger models when K gets large, especially if K is set

to the number of training iterations T .

• Continual not learning: Early iterations of the discriminator are likely to

be non-optimal, and without a forgetting mechanism, EWC and IS may forever

lock the discriminator to a poor initialization. Additionally, the unconstrained

addition of a large number of terms LEWC or LIS will cause the continual learning

regularization term to grow unbounded, which can disincentivize any further

changes in θ.

To address these issues, we build upon the aforementioned continual learning

techniques, and propose several changes.
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Number of tasks as a rate: We choose the total number of tasks K as a

function of a constant rate α, which denotes the number of iterations before the

conclusion of a task, as opposed to arbitrarily dividing the GAN training iterations

into some set number of segments. Given T training iterations, this means a rate α

yields K = T
α

tasks.

Online Memory: Seeking a way to avoid storing extra θ∗k, Fk, or ωk, we observe

that the sum of two or more quadratic forms is another quadratic, which gives the

classifier loss with continual learning the following form for the (k + 1)th task:

L(θ) = Lk+1(θ) + LCL(θ), with LCL(θ) ,
λ

2

∑
i

Sk,i(θi − θ̄∗k,i)2 , (5.5)

where θ̄∗k,i =
Pk,i

Sk,i
, Sk,i =

∑k
κ=1Qκ,i, Pk,i =

∑k
κ=1Qκ,iθ

∗
κ,i, and Qκ,i is either Fκ,i or

ωκ,i, depending on the method. We name models with EWC and IS augmentations

EWC-GAN and IS-GAN, respectively.

Controlled forgetting: To provide a mechanism for forgetting earlier non-

optimal versions of the discriminator and to keep LCL bounded, we add a discount

factor γ: Sk,i =
∑k

κ=1 γ
k−κQκ,i and Pk,i =

∑k
κ=1 γ

k−κQκ,iθ
∗
κ,i. Together, α and γ

determine how far into the past the discriminator remembers previous generator dis-

tributions, and λ controls how important memory is relative to the discriminator loss.

Note, the terms Sk and Pk can be updated every α steps in an online fashion:

Sk,i = γSk−1,i +Qk,i, Pk,i = γPk−1,i +Qk,iθ
∗
k,i (5.6)

This allows the EWC or IS loss to be applied without necessitating storing either Qk

or θ∗k for every task k, which would quickly become too costly to be practical. Only

a single variable to store a running average is required for each of Sk and Pk, making

this method space efficient.

Augmenting the discriminator with the continual learning loss, the GAN objective
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becomes:

min
φ

max
θ
LCL(θ,φ) = LGAN(θ,φ)− LCL(θ) (5.7)

Note that the training of the generator remains the same; full algorithms are in

Appendix A. Here we have shown two methods to mitigate catastrophic forgetting

for the original GAN; however, the proposed framework is applicable to almost all of

the wide range of GAN setups.

5.4 Related Work

Continual Learning in GANs There has been previous work investigating con-

tinual learning within the context of GANs. Improved GAN [SGZ+16] introduced his-

torical averaging, which regularizes the model with a running average of parameters

of the most recent iterations. Simulated+Unsupervised training [SPT+17] proposed

replacing half of each minibatch with previous generator samples during training of

the discriminator, as a generated sample at any point in time should always be con-

sidered fake. However, such an approach necessitates a historical buffer of samples

and halves the number of current samples that can be considered. Continual Learn-

ing GAN [SBSL18] applied EWC to GAN, as we have, but used it in the context

of the class-conditioned generator that learns classes sequentially, as opposed to all

at once, as we propose. [TTTV18] independently reached a similar conclusion on

catastrophic forgetting in GANs, but focused on gradient penalties and momentum

on toy problems.

Multiple network GANs The heart of continual learning is distilling a network’s

knowledge through time into a single network, a temporal version of the ensemble

described in [HVD15]. There have been several proposed models utilizing multi-

ple generators [HNLP18, GKN+18] or multiple discriminators [DGM17, NBC17],

70



while Bayesian GAN [SW17] considered distributions on the parameters of both

networks, but these all do not consider time as the source of the ensemble. Un-

rolled GAN [MPPSD17] considered multiple discriminators “unrolled” through time,

which is similar to our method, as the continual learning losses also utilize historical

instances of discriminators. However, both EWC-GAN and IS-GAN preserve the

important parameters for prior discriminator performance, as opposed to requiring

backpropagation of generator samples through multiple networks, making them easier

to implement and train.

GAN convergence While GAN convergence is not the focus of this paper, con-

vergence does similarly avoid mode collapse, and there are a number of works on the

topic [HRU+17, UNS+18, NK17, MNG17]. From the perspective of [HRU+17], EWC

or IS regularization in GAN can be viewed as achieving convergence by slowing the

discriminator, but per parameter, as opposed to a slower global learning rate.

5.5 Experiments

5.5.1 Discriminator Catastrophic Forgetting

While Figure 5.1 implies catastrophic forgetting in a GAN discriminator, we can show

this concretely. To do so, we first train a DCGAN [RMC16] on the MNIST dataset.

Since the generator is capable of generating an arbitrary number of samples at any

point, we can randomly draw 70000 samples to comprise a new, “fake MNIST” dataset

at any time. By doing this at regular intervals, we create datasets {Dgen
1 , ...,Dgen

T }

from pgen(x) at times 1, ..., T . Samples are shown in Appendix B.

Having previously generated a series of datasets during the training of a DC-

GAN, we now reinitialize the discriminator and train to convergence on each Dgen
t

in sequence. Importantly, we do not include samples from Dgen
<t while fine-tuning on
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Figure 5.2: Each line represents the discriminator’s test accuracy on the fake GAN
datasets. Note the sharp decrease in the discriminator’s ability to recognize previous
fake samples upon fine-tuning on the next dataset using SGD (left). Forgetting still
occurs with EWC (right), but is less severe.

Dgen
t . After fine-tuning on the train split of dataset Dgen

t , the percentage of gener-

ated examples correctly identified as fake by the discriminator is evaluated on the

test splits of Dgen
≤t , with and without EWC (Figure 5.2). The catastrophic forgetting

effect of the discriminator trained with SGD is clear, with a steep drop-off in dis-

criminating ability on Dgen
t−1 after fine-tuning on Dgen

t ; this is unsurprising, as pgen(x)

has evolved specifically to deteriorate discriminator performance. While there is still

a dropoff with EWC, forgetting is less severe.

While the training outlined above is not what is typical for GAN, we choose this

set-up as it closely mirrors the continual learning literature. With recent criticisms

of some common continual learning benchmarks as either being too easy or missing

the point of continual learning [FG18], we propose GAN as a new benchmark pro-

viding a more realistic setting. From Figure 5.2, it is clear that while EWC certainly

helps, there is still much room to improve with new continual learning methods.

However, the merits of GAN as a continual learning benchmark go beyond difficulty.

While it is unclear why one would ever use a single model to classify successive ran-

dom permutations of MNIST [GMX+13], many real-world settings exist where the

data distribution is slowly evolving. For such models, we would like to be able to

update the deployed model without forgetting previously learned performance, es-
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pecially when data collection is expensive and thus done in bulk sometime before

deployment. For example, autonomous vehicles [HWT+15] will eventually encounter

unseen car models or obstacles, and automated screening systems at airport check-

points [LHG+18] will have to deal with evolving bags, passenger belongings, and

threats. In both cases, sustained effectiveness requires a way to appropriately and

efficiently update the models for new data, or risk obsolescence leading to dangerous

blindspots.

Many machine learning datasets represent singe-time snapshots of the data dis-

tribution, and current continual learning benchmarks fail to capture the slow drift

of the real-world data. The evolution of GAN synthesized samples represents an

opportunity to generate an unlimited number of smoothly evolving datasets for such

experiments. We note that while the setup used here is for binary real/fake classi-

fication, one could also conceivably use a conditional GAN [MO14] to generate an

evolving multi-class classification dataset. We leave this exploration for future work.

5.5.2 Mixture of Eight Gaussians

We show results on a toy dataset consisting of a mixture of eight Gaussians, as

in the example in Figure 5.1. Following the setup of [MPPSD17], the real data

are evenly distributed among eight 2-dimensional Gaussian distributions arranged

in a circle of radius 2, each with covariance 0.02I (see Figure 5.4). We evaluate

our model with Inception Score (ICP) [SGZ+16], which gives a rough measure of

diversity and quality of samples; higher scores imply better performance, with the

true data resulting in a score of around 7.870. For this simple dataset, since we

know the true data distribution, we also calculate the symmetric Kullback–Leibler

divergence (Sym-KL); lower scores mean the generated samples are closer to the true

data. We show computation time, measured in numbers of training iterations per
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Table 5.1: Iterations per second, inception score, and symmetric KL divergence
comparison on a mixture of eight Gaussians.

Model

Method α λ γ Iter/s ↑ ICP ↑ Sym-KL ↓

GAN - - - 87.59 ± 1.45 2.835 ± 2.325 19.55 ± 3.07
GAN + `2 weight 1 0.01 0 5.968 ± 1.673 15.19 ± 2.67
GAN + historical avg. 1 0.01 0.995 7.305 ± 0.158 13.32 ± 0.88
GAN + SN - - - 49.70 ± 0.13 6.762 ± 2.024 13.37 ± 3.86

GAN + IS 1000 100 0.8 42.26 ± 0.35 7.039 ± 0.294 15.10 ± 1.51
GAN + IS 100 10 0.98 42.29 ± 0.10 7.500 ± 0.147 11.85 ± 0.92
GAN + IS 10 100 0.99 41.07 ± 0.07 7.583 ± 0.242 11.88 ± 0.84
GAN + SN + IS 10 100 0.99 25.69 ± 0.09 7.699 ± 0.048 11.10 ± 1.18

GAN + EWC 1000 100 0.8 82.78 ± 1.55 7.480 ± 0.209 13.00 ± 1.55
GAN + EWC 100 10 0.98 80.63 ± 0.39 7.488 ± 0.222 12.16 ± 1.64
GAN + EWC 10 10 0.99 73.86 ± 0.16 7.670 ± 0.112 11.90 ± 0.76
GAN + SN + EWC 10 10 0.99 44.68 ± 0.11 7.708 ± 0.057 11.48 ± 1.12

second (Iter/s), averaged over the full training of a model on a single Nvidia Titan X

(Pascal) GPU. Each model was run 10 times, with the mean and standard deviation

of each performance metric at the end of 25K iterations reported in Table 5.1.

The performance of EWC-GAN and IS-GAN were evaluated for a number of

hyperparameter settings. We compare our results against a vanilla GAN [GPAM+14],

as well as a state-of-the-art GAN with spectral normalization (SN) [MKKY18] applied

to the discriminator. As spectral normalization augments the discriminator loss in a

way different from continual learning, we can combine the two methods; this variant

is also shown.

Note that a discounted version of discriminator historical averaging [SGZ+16] can

be recovered from the EWC and IS losses if the task rate α = 1 and Qk,i = 1 for all

i and k, a poor approximation to both the Fisher information matrix diagonal and

importance measure. If we also set the historical reference term θ̄∗k and the discount

factor γ to zero, then the EWC and IS losses become `2 weight regularization. These

two special cases are also included for comparison.
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We observe that augmenting GAN models with EWC and IS consistently results

in generators that better match the true distribution, both qualitatively and quanti-

tatively, for a wide range of hyperparameter settings. EWC-GAN and IS-GAN result

in a better ICP and FID than `2 weight regularization and discounted historical aver-

aging, showing the value of prioritizing protecting important parameters, rather than

all parameters equally. EWC-GAN and IS-GAN also outperform a state-of-the-art

method in SN-GAN. In terms of training time, updating the EWC loss requires for-

ward propagating a new minibatch through the discriminator and updating S and P ,

but even if this is done at every step (α = 1), the resulting algorithm is only slightly

slower than SN-GAN. Moreover, doing so is unnecessary, as higher values of α also

provide strong performance for a much smaller time penalty. Combining EWC with

SN-GAN leads to even better results, showing that the two methods can complement

each other. IS-GAN can also be successfully combined with SN-GAN, but it is slower

than EWC-GAN as it requires tracking the trajectory of parameters at each step.

Sample generation evolution over time is shown in Figure 5.4 of Appendix C.

5.5.3 Image Generation of CelebA and CIFAR-10

Since EWC-GAN achieves similar performance to IS-GAN but at less computational

expense, we focus on the former for experiments on two image datasets, CelebA and

CIFAR-10. Our EWC-GAN implementation is straightforward to add to any GAN

model, so we augment various popular implementations. Comparisons are made with

the TTUR [HRU+17] variants2 of DCGAN [RMC16] and WGAN-GP [GAA+17],

as well as an implementation3 of a spectral normalized [MKKY18] DCGAN (SN-

DCGAN). Without modifying the learning rate or model architecture, we show re-

sults with and without the EWC loss term added to the discriminator for each.

2https://github.com/bioinf-jku/TTUR

3https://github.com/minhnhat93/tf-SNDCGAN
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Table 5.2: Fréchet Inception Distance and Inception Score on CelebA and CIFAR-10

CelebA CIFAR-10

Method FID ↓ FID ↓ ICP ↑

DCGAN 12.52 41.44 6.97 ± 0.05
DCGAN + EWC 10.92 34.84 7.10 ± 0.05
WGAN-GP - 30.23 7.09 ± 0.06
WGAN-GP + EWC - 29.67 7.44 ± 0.08
SN-DCGAN - 27.21 7.43 ± 0.10
SN-DCGAN + EWC - 25.51 7.58 ± 0.07

Performance is quantified with the Fréchet Inception Distance (FID) [HRU+17] for

both datasets. Since labels are available for CIFAR-10, we also report ICP for that

dataset. Best values are reported in Table 5.2, with samples in Appendix C. In each

model, we see improvement in both FID and ICP from the addition of EWC to the

discriminator.

5.5.4 Text Generation of COCO Captions

We also consider the text generation on the MS COCO Captions dataset [CFL+15],

with the pre-processing in [GLC+18]. Quality of generated sentences is evaluated

by BLEU score [PRWZ02]. Since BLEU-b measures the overlap of b consecutive

words between the generated sentences and ground-truth references, higher BLEU

scores indicate better fluency. Self BLEU uses the generated sentences themselves as

references; lower values indicate higher diversity.

We apply EWC and IS to textGAN [ZGF+17], a recently proposed model for text

generation in which the discriminator uses feature matching to stabilize training.

This model’s results (labeled “EWC” and “IS”) are compared to a Maximum Like-

lihood Estimation (MLE) baseline, as well as several state-of-the-art methods: Seq-

GAN [YZWY17], RankGAN [LLH+17], GSGAN [JGP16] and LeakGAN [GLC+18].

Our variants of textGAN outperforms the vanilla textGAN for all BLEU scores (see
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Table 5.3: Test BLEU ↑ results on MS COCO

Method MLE SeqGAN RankGAN GSGAN LeakGAN textGAN EWC IS

BLEU-2 0.820 0.820 0.852 0.810 0.922 0.926 0.934 0.933
BLEU-3 0.607 0.604 0.637 0.566 0.797 0.781 0.802 0.791
BLEU-4 0.389 0.361 0.389 0.335 0.602 0.567 0.594 0.578
BLEU-5 0.248 0.211 0.248 0.197 0.416 0.379 0.400 0.388

Table 5.4: Self BLEU ↓ results on MS COCO

Method MLE SeqGAN RankGAN GSGAN LeakGAN textGAN EWC IS

BLEU-2 0.754 0.807 0.822 0.785 0.912 0.843 0.854 0.853
BLEU-3 0.511 0.577 0.592 0.522 0.825 0.631 0.671 0.655
BLEU-4 0.232 0.278 0.288 0.230 0.689 0.317 0.388 0.364

Table 5.3), indicating the effectiveness of addressing the forgetting issue for GAN

training in text generation. EWC/IS + textGAN also demonstrate a significant im-

provement compared with other methods, especially on BLEU-2 and 3. Though our

variants lag slightly behind LeakGAN on BLEU-4 and 5, their self BLEU scores (Ta-

ble 5.4) indicate it generates more diverse sentences. Sample sentence generations

can be found in Appendix C.

5.6 Conclusions

We observe that the alternating training procedure of GAN models results in a con-

tinual learning problem for the discriminator, and training on only the most recent

generations leads to consequences unaccounted for by most models. As such, we pro-

pose augmenting the GAN training objective with a continual learning regularization

term for the discriminator to prevent its parameters from moving too far away from

values that were important for recognizing synthesized samples from previous train-

ing iterations. Since the original EWC and IS losses were proposed for discrete tasks,

we adapt them to the GAN setting. Our implementation is simple to add to almost
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any variation of GAN learning, and we do so for a number of popular models, showing

a gain in ICP and FID for CelebA and CIFAR-10, as well as BLEU scores for COCO

Captions. More importantly, we demonstrate that GAN and continual learning, two

popular fields studied independently of each other, have the potential to benefit each

other, as new continual learning methods stand to benefit GAN training, and GAN

generated datasets provide new testing grounds for continual learning.

78



Appendix

A. Algorithm

We summarize the continual learning GAN implementations in Algorithm 1 and 2.

Algorithm 1 Continual learning GAN with EWC

1: Input: Training data Dreal, latent distribution p(z), hy-
perparameters of continual learning α, γ, λ, step size ε

2: Output: θ, φ, and generated samples Dgen = {xj}Nj=1

3: for t = 1, ..., T do

4: Noise sample: {zj}mj=1 ∼ p(z)

5: Data sample: {xj}mj=1 ∼ Dreal

6: % Calculate current discriminator loss

7: Lθ = 1
m

∑m
j=1[logDθ(xj)] + 1

m

∑m
j=1[log(1 −

Dθ(Gφ(zj)))]

8: % Update history buffer for previous tasks every α steps

9: if mod (t, α) = 0 then
10: for parameters θi in θ:
11: Qi =

(
∂Lθ
∂θi

)2
% Q is the Fisher for EWC

12: Si = γSi +Qi
13: Pi = γPi +Qiθ

∗
i

14: θ̄∗i = Pi
Si

15: end if

16: % Update discriminator parameter θ, adding EWC

17: L̄θ = Lθ − λ
2

∑
i Sk,i(θi − θ̄∗k,i)

18: θt+1 ← θt + εt
∂L̄θ
∂θt

19: % Update generator parameter φ
20: Lφ = 1

m

∑m
i=1[log(1−Dθ(Gφ(zi)))]

21: φt+1 ← φt − εt
∂Lφ
∂φt

22: end for
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Algorithm 2 Continual learning GAN with IS

1: Input: Training data Dreal, latent distribution p(z), hy-
perparameters of continual learning α, γ, λ, step size ε

2: Output: θ, φ, and generated samples Dgen = {xj}Nj=1

3: for t = 1, ..., T do

4: Noise sample: {zj}mj=1 ∼ p(z)

5: Data sample: {xj}mj=1 ∼ Dreal

6: % Calculate current discriminator loss

7: Lθ = 1
m

∑m
j=1[logDθ(xj)] + 1

m

∑m
j=1[log(1 −

Dθ(Gφ(zj)))]

8: % Update discriminator parameter θ, adding IS

9: L̄θ = Lθ − λ
2

∑
i Sk,i(θi − θ̄∗k,i)

10: g = ∂L̄θ
∂θt

11: δ = ε∂L̄θ∂θt
12: for θi in θ do
13: ωi = ωi + giδi
14: end for
15: θt+1 ← θt + εt

∂L̄θ
∂θt

16: % Update history buffer for previous tasks every α steps

17: if mod (t, α) = 0 then
18: for parameters θi in θ:
19: Qi = ωi % Q is the Importance measure for IS
20: Si = γSi +Qi
21: Pi = γPi +Qiθ

∗
i

22: θ̄∗i = Pi
Si

23: ω = 0
24: end if

25: % Update generator parameter φ
26: Lφ = 1

m

∑m
i=1[log(1−Dθ(Gφ(zi)))]

27: φt+1 ← φt − εt
∂Lφ
∂φt

28: end for
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B. Generated MNIST Datasets for Continual Learning Bench-

marking

To produce a smoothly evolving series of datasets for continual learning, we train

a DCGAN on MNIST and generate an entire “fake” dataset of 70K samples every

50 training iterations of the DCGAN generator. We propose learning each of these

generated datasets as individual tasks for continual learning. Selected samples are

shown in Figure 5.3 from the datasets Dgent for t ∈ {5, 10, 15, 20}, each generated

from the same 100 samples of z for all t. Note that we actually trained a conditional

DCGAN, meaning we also have the labels for each generated image. For experiments

in Figure 5.2, we focused on the real versus fake task to demonstrate catastrophic

forgetting in a GAN discriminator and thus ignored the labels, but future experiments

can incorporate such information.
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(a) Dgen5 (b) Dgen10

(c) Dgen15 (d) Dgen20

Figure 5.3: Image samples from a few generated “fake MNIST” datasets

C. Examples of Generated Samples

Sample generations are plotted during training at 5000 step intervals in Figure 5.4.

While vanilla GAN occasionally recovers the true distribution, more often than not,

the generator collapses and then bounces around. Spectral Normalized GAN con-

verges to the true distribution quickly in most runs, but it mode collapses and exhibits
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the same behavior as GAN in others. EWC-GAN consistently diffuses to all modes,

tending to find the true distribution sooner with lower α. We omit IS-GAN, as it

performs similarly to EWC-GAN.
GA
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Figure 5.4: Each row shows the evolution of generator samples at 5000 training
step intervals for GAN, SN-GAN, and EWC-GAN for two α values. The proposed
EWC-GAN models have hyperparameters matching the corresponding α in Table
5.1. Each frame shows 10000 samples drawn from the true eight Gaussians mixture
(red) and 10000 generator samples (blue).

We also show the generated image samples for CIFAR 10 and CelebA in Figure

5.5, and generated text samples for MS COCO Captions in Table 5.5.
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Table 5.5: Sample sentence generations from EWC + textGAN

a couple of people are standing by some zebras in the background
the view of some benches near a gas station
a brown motorcycle standing next to a red fence
a bath room with a broken tank on the floor
red passenger train parked under a bridge near a river
some snow on the beach that is surrounded by a truck
a cake that has been perform in the background for takeoff
a view of a city street surrounded by trees
two giraffes walking around a field during the day
crowd of people lined up on motorcycles
two yellow sheep with a baby dog in front of other sheep
an intersection sits in front of a crowd of people
a red double decker bus driving down the street corner
an automobile driver stands in the middle of a snowy park
five people at a kitchen setting with a woman
there are some planes at the takeoff station
a passenger airplane flying in the sky over a cloudy sky
three aircraft loaded into an airport with a stop light
there is an animal walking in the water
an older boy with wine glasses in an office
two old jets are in the middle of london
three motorcycles parked in the shade of a crowd
group of yellow school buses parked on an intersection
a person laying on a sidewalk next to a sidewalk talking on a cell phone
a chef is preparing food with a sink and stainless steel appliances
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(a) CIFAR 10

(b) CelebA

Figure 5.5: Generated image samples, drawn randomly from GANs with EWC
regularization.
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Chapter 6

Kernel-Based Approaches for Sequence

Modeling: Connections to Neural

Methods

6.1 Introduction

There has been significant recent effort directed at connecting deep learning to kernel

machines [ARTP15, BM17, Mai16, WHSX16]. Specifically, it has been recognized

that a deep neural network may be viewed as constituting a feature mapping x →

ϕθ(x), for input data x ∈ Rm. The nonlinear function ϕθ(x), with model parameters

θ, has an output that corresponds to a d-dimensional feature vector; ϕθ(x) may be

viewed as a mapping of x to a Hilbert space H, where H ⊂ Rd. The final layer

of deep neural networks typically corresponds to an inner product ωᵀϕθ(x), with

weight vector ω ∈ H; for a vector output, there are multiple ω, with ωᵀ
i ϕθ(x) defining

the i-th component of the output. For example, in a deep convolutional neural

network (CNN) [LBD+89], ϕθ(x) is a function defined by the multiple convolutional

layers, the output of which is a d-dimensional feature map; ω represents the fully-

connected layer that imposes inner products on the feature map. Learning ω and

θ, i.e., the cumulative neural network parameters, may be interpreted as learning

within a reproducing kernel Hilbert space (RKHS) [BTA04], with ω the function in

H; ϕθ(x) represents the mapping from the space of the input x to H, with associated

kernel kθ(x, x
′) = ϕθ(x)ᵀϕθ(x

′), where x′ is another input.

Insights garnered about neural networks from the perspective of kernel machines

provide valuable theoretical underpinnings, helping to explain why such models work
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well in practice. As an example, the RKHS perspective helps explain invariance

and stability of deep models, as a consequence of the smoothness properties of an

appropriate RKHS to variations in the input x [BM17, Mai16]. Further, such insights

provide the opportunity for the development of new models.

Most prior research on connecting neural networks to kernel machines has as-

sumed a single input x, e.g., image analysis in the context of a CNN [ARTP15,

BM17, Mai16]. However, the recurrent neural network (RNN) has also received

renewed interest for analysis of sequential data. For example, long short-term mem-

ory (LSTM) [HS97, GSK+17] and the gated recurrent unit (GRU) [CvMG+14]

have become fundamental elements in many natural language processing (NLP)

pipelines [JZS15, CvMG+14, GH16]. In this context, a sequence of data vectors

(. . . , xt−1, xt, xt+1, . . . ) is analyzed, and the aforementioned single-input models are

inappropriate.

In this paper, we extend to recurrent neural networks (RNNs) the concept of

analyzing neural networks from the perspective of kernel machines. Leveraging recent

work on recurrent kernel machines (RKMs) for sequential data [HS12], we make new

connections between RKMs and RNNs, showing how RNNs may be constructed in

terms of recurrent kernel machines, using simple filters. We demonstrate that these

recurrent kernel machines are composed of a memory cell that is updated sequentially

as new data come in, as well as in terms of a (distinct) hidden unit. A recurrent model

that employs a memory cell and a hidden unit evokes ideas from the LSTM. However,

within the recurrent kernel machine representation of a basic RNN, the rate at which

memory fades with time is fixed. To impose adaptivity within the recurrent kernel

machine, we introduce adaptive gating elements on the updated and prior components

of the memory cell, and we also impose a gating network on the output of the model.

We demonstrate that the result of this refinement of the recurrent kernel machine is
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a model closely related to the LSTM, providing new insights on the LSTM and its

connection to kernel machines.

Continuing with this framework, we also introduce new concepts to models of

the LSTM type. The refined LSTM framework may be viewed as convolving learned

filters across the input sequence and using the convolutional output to constitute the

time-dependent memory cell. Multiple filters, possibly of different temporal lengths,

can be utilized, like in the CNN. One recovers the CNN [LB95, ZZL15, Kim14] and

Gated CNN [DFAG17] models of sequential data as special cases, by turning off

elements of the new LSTM setup. From another perspective, we demonstrate that

the new LSTM-like model may be viewed as introducing gated memory cells and

feedback to a CNN model of sequential data.

In addition to developing the aforementioned models for sequential data, we

demonstrate them in an extensive set of experiments, focusing on applications in

natural language processing (NLP) and in analysis of multi-channel, time-dependent

local field potential (LFP) recordings from mouse brains. Concerning the latter, we

demonstrate marked improvements in performance of the proposed methods relative

to recently-developed alternative approaches [LMM+17].

6.2 Recurrent Kernel Network

Consider a sequence of vectors (. . . , xt−1, xt, xt+1, . . . ), with xt ∈ Rm. For a language

model, xt is the embedding vector for the t-th word wt in a sequence of words. To

model this sequence, we introduce yt = Uht, with the recurrent hidden variable

satisfying

ht = f(W (x)xt +W (h)ht−1 + b) (6.1)

where ht ∈ Rd, U ∈ RV×d, W (x) ∈ Rd×m, W (h) ∈ Rd×d, and b ∈ Rd. In the context

of a language model, the vector yt ∈ RV may be fed into a nonlinear function to
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predict the next word wt+1 in the sequence. Specifically, the probability that wt+1

corresponds to i ∈ {1, . . . , V } in a vocabulary of V words is defined by element i of

vector Softmax(yt +β), with bias β ∈ RV . In classification, such as the LFP-analysis

example in Section 6.6, V is the number of classes under consideration.

We constitute the factorization U = AE, where A ∈ RV×j and E ∈ Rj×d, often

with j � V . Hence, we may write yt = Ah′t, with h′t = Eht; the columns of A may

be viewed as time-invariant factor loadings, and h′t represents a vector of dynamic

factor scores. Let zt = [xt, ht−1] represent a column vector corresponding to the

concatenation of xt and ht−1; then ht = f(W (z)zt + b) where W (z) = [W (x),W (h)] ∈

Rd×(d+m). Computation of Eht corresponds to inner products of the rows of E with

the vector ht. Let ei ∈ Rd be a column vector, with elements corresponding to row

i ∈ {1, . . . , j} of E. Then component i of h′t is

h′i,t = eᵀi ht = eᵀi f(W (z)zt + b) (6.2)

We view f(W (z)zt + b) as mapping zt into a RKHS H, and vector ei is also assumed

to reside within H. We consequently assume

ei = f(W (z)z̃i + b) (6.3)

where z̃i = [x̃i, h̃0]. Note that here h̃0 also depends on index i, which we omit

for simplicity; as discussed below, x̃i will play the primary role when performing

computations.

eᵀi ht = eᵀi f(W (z)zt + b) = f(W (z)z̃i + b)ᵀf(W (z)zt + b) = kθ(z̃i, zt) (6.4)

where kθ(z̃i, zt) = h(z̃i)
ᵀh(zt) is a Mercer kernel [SS02]. Particular kernel choices

correspond to different functions f(W (z)zt + b), and θ is meant to represent kernel

parameters that may be adjusted.
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We initially focus on kernels of the form kθ(z̃, zt) = qθ(z̃
ᵀzt) = h̃ᵀ1ht,

1 where

qθ(·) is a function of parameters θ, ht = h(zt), and h̃1 is the implicit latent vector

associated with the inner product, i.e., h̃1 = f(W (x)x̃ + W (h)h̃0 + b). As discussed

below, we will not need to explicitly evaluate ht or h̃1 to evaluate the kernel, taking

advantage of the recursive relationship in (6.1). In fact, depending on the choice

of qθ(·), the hidden vectors may even be infinite-dimensional. However, because of

the relationship qθ(z̃
ᵀzt) = h̃ᵀ1ht, for rigorous analysis qθ(·) should satisfy Mercer’s

condition [Gen01, SS02].

The vectors (h̃1, h̃0, h̃−1, . . . ) are assumed to satisfy the same recurrence setup as

(6.1), with each vector in the associated sequence (x̃t, x̃t−1, . . . ) assumed to be the

same x̃i at each time, i.e., associated with ei, (x̃t, x̃t−1, . . . )→ (x̃i, x̃i, . . . ). Stepping

backwards in time three steps, for example, one may show

kθ(z̃i, zt) = qθ[x̃
ᵀ
i xt + qθ[x̃

ᵀ
i xt−1 + qθ[x̃

ᵀ
i xt−2 + qθ[x̃

ᵀ
i xt−3 + h̃ᵀ−4ht−4]]]] (6.5)

The inner product h̃ᵀ−4ht−4 encapsulates contributions for all times further backwards,

and for a sequence of length N , h̃ᵀ−Nht−N plays a role analogous to a bias. As

discussed below, for stability the repeated application of qθ(·) yields diminishing

(fading) contributions from terms earlier in time, and therefore for large N the impact

of h̃ᵀ−Nht−N on kθ(z̃i, zt) is small.

The overall model may be expressed as

h′t = qθ(ct) , ct = c̃t + qθ(ct−1) , c̃t = X̃xt (6.6)

where ct ∈ Rj is a memory cell at time t, row i of X̃ corresponds to x̃ᵀi , and qθ(ct)

operates pointwise on the components of ct (see Figure 6.1). At the start of the

1One may also design recurrent kernels of the form kθ(z̃, zt) = qθ(‖z̃ − zt‖22) [HS12], as for a
Gaussian kernel, but if vectors xt and filters x̃i are normalized (e.g., xᵀt xt = x̃ᵀi x̃i = 1), then
qθ(‖z̃ − zt‖22) reduces to qθ(z̃

ᵀzt).

90



(a) (b) (c)

Figure 6.1: a) A traditional recurrent neural network (RNN), with the factorization
U = AE. b) A recurrent kernel machine (RKM), with an implicit hidden state and
recurrence through recursion. c) The recurrent kernel machine expressed in terms of
a memory cell.

sequence of length N , qθ(ct−N) may be seen as a vector of biases, effectively corre-

sponding to h̃ᵀNht−N ; we henceforth omit discussion of this initial bias for notational

simplicity, and because for sufficiently large N its impact on h′t is small.

Note that via the recursive process by which ct is evaluated in (6.6), the kernel

evaluations reflected by qθ(ct) are defined entirely by the elements of the sequence

(c̃t, c̃t−1, c̃t−2, . . . ). Let c̃i,t represent the i-th component in vector c̃t, and define

x≤t = (xt, xt−1, xt−2, . . . ). Then the sequence (c̃i,t, c̃i,t−1, c̃i,t−2, . . . ) is specified by

convolving in time x̃i with x≤t, denoted x̃i ∗ x≤t. Hence, the j components of the

sequence (c̃t, c̃t−1, c̃t−2, . . . ) are completely specified by convolving x≤t with each of

the j filters, x̃i, i ∈ {1, . . . , j}, i.e., taking an inner product of x̃i with the vector in

x≤t at each time point.

In (6.4) we represented h′i,t = qθ(ci,t) as h′i,t = kθ(z̃i, zt); now, because of the

recursive form of the model in (6.1), and because of the assumption kθ(z̃i, zt) =

qθ(z̃
ᵀ
i zt), we have demonstrated that we may express the kernel equivalently as kθ(x̃i∗

x≤t), to underscore that it is defined entirely by the elements at the output of the

convolution x̃i ∗ x≤t. Hence, we may express component i of h′t as h′i,t = kθ(x̃i ∗ x≤t).
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Component l ∈ {1, . . . , V } of yt = Ah′t may be expressed

yl,t =

j∑
i=1

Al,ikθ(x̃i ∗ x≤t) (6.7)

where Al,i represents component (l, i) of matrix A. Considering (6.7), the connection

of an RNN to an RKHS is clear, as made explicit by the kernel kθ(x̃i ∗ x≤t). The

RKHS is manifested for the final output yt, with the hidden ht now absorbed within

the kernel, via the inner product (6.4). The feedback imposed via latent vector ht

is constituted via update of the memory cell ct = c̃t + qθ(ct−1) used to evaluate the

kernel.

Rather than evaluating yt as in (6.7), it will prove convenient to return to (6.6).

Specifically, we may consider modifying (6.6) by injecting further feedback via h′t,

augmenting (6.6) as

h′t = qθ(ct) , ct = c̃t + qθ(ct−1) , c̃t = X̃xt + H̃h′t−1 (6.8)

where H̃ ∈ Rj×j, and recalling yt = Ah′t (see Figure 6.2a for illustration). In (6.8)

the input to the kernel is dependent on the input elements (xt, xt−1, . . . ) and is now

also a function of the kernel outputs at the previous time, via h′t−1. However, note

that h′t is still specified entirely by the elements of x̃i ∗ x≤t, for i ∈ {1, . . . , j}.

6.3 Choice of Recurrent Kernels & Introduction

of Gating Networks

6.3.1 Fixed Kernel Parameters & Time-invariant Memory-

cell Gating

The function qθ(·) discussed above may take several forms, the simplest of which is

a linear kernel, with which (6.8) takes the form

h′t = ct , ct = σ2
i c̃t + σ2

fct−1 , c̃t = X̃xt + H̃h′t−1 (6.9)
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where σ2
i and σ2

f (using analogous notation from [HS12]) are scalars, with σ2
f < 1 for

stability. The scalars σ2
i and σ2

f may be viewed as static (i.e., time-invariant) gating

elements, with σ2
i controlling weighting on the new input element to the memory

cell, and σ2
f controlling how much of the prior memory unit is retained; given σ2

f <

1, this means information from previous time steps tends to fade away and over

time is largely forgotten. However, such a kernel leads to time-invariant decay of

memory: the contribution c̃t−N from N steps before to the current memory ct is

(σiσ
N
f )2c̃t−N , meaning that it decays at a constant exponential rate. Because the

information contained at each time step can vary, this can be problematic. This

suggests augmenting the model, with time-varying gating weights, with memory-

component dependence on the weights, which we consider below.

6.3.2 Dynamic Gating Networks & LSTM-like Model

Recent work has shown that dynamic gating can be seen as making a recurrent

network quasi-invariant to temporal warpings [TO18]. Motivated by the form of the

model in (6.9) then, it is natural to impose dynamic versions of σ2
i and σ2

f ; we also

introduce dynamic gating at the output of the hidden vector. This yields the model:

h′t = ot � ct , ct = ηt � c̃t + ft � ct−1 , c̃t = Wcz
′
t (6.10)

ot = σ(Woz
′
t + bo) , ηt = σ(Wηz

′
t + bη) , ft = σ(Wfz

′
t + bf ) (6.11)

where z′t = [xt, h
′
t−1], and Wc encapsulates X̃ and H̃. In (6.10)-(6.11) the symbol �

represents a pointwise vector product (Hadamard); Wc, Wo, Wη and Wf are weight

matrices; bo, bη and bf are bias vectors; and σ(α) = 1/(1 + exp(−α)). In (6.10),

ηt and ft play dynamic counterparts to σ2
i and σ2

f , respectively. Further, ot, ηt and

ft are vectors, constituting vector-component-dependent gating. Note that starting

from a recurrent kernel machine, we have thus derived a model closely resembling

the LSTM. We call this model RKM-LSTM (see Figure 6.2).
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(a) (b)

Figure 6.2: a) Recurrent kernel machine, with feedback, as defined in (6.8). b)
Making a linear kernel assumption and adding input, forget, and output gating, this
model becomes the RKM-LSTM.

Concerning the update of the hidden state, h′t = ot � ct in (6.10), one

may also consider appending a hyperbolic-tangent tanh nonlinearity: h′t = ot �

tanh(ct). However, recent research has suggested not using such a nonlinearity

[LLZ17, DFAG17, CFB+18], and this is a natural consequence of our recurrent kernel

analysis. Using h′t = ot�tanh(ct), the model in (6.10) and (6.11) is in the form of the

LSTM, except without the nonlinearity imposed on the memory cell c̃t, while in the

LSTM a tanh nonlinearity (and biases) is employed when updating the memory cell

[HS97, GSK+17], i.e., for the LSTM c̃t = tanh(Wcz
′
t + bc). If ot = 1 for all time t (no

output gating network), and if c̃t = Wcxt (no dependence on h′t−1 for update of the

memory cell), this model reduces to the recurrent additive network (RAN) [LLZ17].

While separate gates ηt and ft were constituted in (6.10) and (6.11) to operate

on the new and prior composition of the memory cell, one may also also consider

a simpler model with memory cell updated ct = (1 − ft) � c̃t + ft � ct−1; this was

referred to as having a Coupled Input and Forget Gate (CIFG) in [GSK+17]. In such

a model, the decisions of what to add to the memory cell and what to forget are

made jointly, obviating the need for a separate input gate ηt. We call this variant

RKM-CIFG.
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6.4 Extending the Filter Length

6.4.1 Generalized Form of Recurrent Model

Consider a generalization of (6.1):

ht = f(W (x0)xt +W (x−1)xt−1 + · · ·+W (x−n+1)xt−n+1 +W (h)ht−1 + b) (6.12)

where W (x·) ∈ Rd×m, W (h) ∈ Rd×d, and therefore the update of the hidden state ht
2

depends on data observed n ≥ 1 time steps prior, and also on the previous hidden

state ht−1. Analogous to (6.3), we may express

ei = f(W (x0)x̃i,0 +W (x−1)x̃i,−1 + · · ·+W (x−n+1)x̃i,−n+1 +W (h)h̃i + b) (6.13)

The inner product f(W (x0)xt + W (x−1)xt−1 + · · · + W (x−n+1)xt−n+1 + W (h)ht−1 +

b)ᵀf(W (x0)x̃i,0 +W (x−1)x̃i,−1 + · · ·+W (x−n+1)x̃i,−n+1 +W (h)h̃i + b) is assumed repre-

sented by a Mercer kernel, and h′i,t = eᵀi ht.

Let Xt = (xt, xt−1, . . . , xt−n+1) ∈ Rm×n be an n-gram input with zero padding if

t < (n− 1), and X̃ = (X̃0, X̃−1, . . . , X̃−n+1) be n sets of filters, with the i-th rows of

X̃0, X̃−1, . . . , X̃−n+1 collectively represent the i-th n-gram filter, with i ∈ {1, . . . , j}.

Extending Section 6.2, the kernel is defined

h′t = qθ(ct) , ct = c̃t + qθ(ct−1) , c̃t = X̃ ·Xt (6.14)

where X̃ · Xt ≡ X̃0xt + X̃−1xt−1 + · · · + X̃−n+1xt−n+1 ∈ Rj. Note that X̃ · Xt

corresponds to the t-th component output from the n-gram convolution of the filters

X̃ and the input sequence; therefore, similar to Section 6.2, we represent h′t = qθ(ct)

as h′t = kθ(X̃ ∗ x≤t), emphasizing that the kernel evaluation is a function of outputs

of the convolution X̃ ∗x≤t, here with n-gram filters. Like in the CNN [LB95, ZZL15,

Kim14], different filter lengths (and kernels) may be considered to constitute different

components of the memory cell.

2Note that while the same symbol is used as in (6.12), ht clearly takes on a different meaning when
n > 1.
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6.4.2 Linear Kernel, CNN and Gated CNN

For the linear kernel discussed in connection to (6.9), equation (6.14) becomes

h′t = ct = σ2
i (X̃ ·Xt) + σ2

fh
′
t−1 (6.15)

For the special case of σ2
f = 0 and σ2

i equal to a constant (e.g., σ2
i = 1), (6.15) reduces

to a convolutional neural network (CNN), with a nonlinear operation typically applied

subsequently to h′t.

Rather than setting σ2
i to a constant, one may impose dynamic gating, yielding

the model (with σ2
f = 0)

h′t = ηt � (X̃ ·Xt) , ηt = σ(X̃η ·Xt + bη) (6.16)

where X̃η are distinct convolutional filters for calculating ηt, and bη is a vector of

biases. The form of the model in (6.16) corresponds to the Gated CNN [DFAG17],

which we see as a a special case of the recurrent model with linear kernel, and dynamic

kernel weights (and without feedback, i.e., σ2
f = 0). Note that in (6.16) a nonlinear

function is not imposed on the output of the convolution X̃ ·Xt, there is only dynamic

gating via multiplication with ηt; the advantages of which are discussed in [DFAG17].

Further, the n-gram input considered in (6.12) need not be consecutive. If spacings

between inputs of more than 1 are considered, then the dilated convolution (e.g., as

used in [vdODZ+16]) is recovered.

6.4.3 Feedback and the Generalized LSTM

Now introducing feedback into the memory cell, the model in (6.8) is extended to

h′t = qθ(ct) , ct = c̃t + qθ(ct−1) , c̃t = X̃ ·Xt + H̃h′t−1 (6.17)
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Again motivated by the linear kernel, generalization of (6.17) to include gating net-

works is

h′t = ot � ct , ct = ηt � c̃t + ft � ct−1 , c̃t = X̃ ·Xt + H̃h′t−1 (6.18)

ot = σ(X̃o·Xt+W̃oh
′
t−1+bo), ηt = σ(X̃η·Xt+W̃ηh

′
t−1+bη), ft = σ(X̃f ·Xt+W̃fh

′
t−1+bf )

(6.19)

where yt = Ah′t and X̃o, X̃η, and X̃f are separate sets of n-gram convolutional filters

akin to X̃. As an n-gram generalization of (6.10)-(6.11), we refer to (6.18)-(6.19) as

an n-gram RKM-LSTM.

The model in (6.18) and (6.19) is similar to the LSTM, with important differ-

ences: (i) there is not a nonlinearity imposed on the update to the memory cell, c̃t,

and therefore there are also no biases imposed on this cell update; (ii) there is no

nonlinearity on the output; and (iii) via the convolutions with X̃, X̃o, X̃η, and X̃f ,

the memory cell can take into account n-grams, and the length of such sequences ni

may vary as a function of the element of the memory cell.

6.5 Related Work

In our development of the kernel perspective of the RNN, we have emphasized that

the form of the kernel kθ(z̃i, zt) = qθ(z̃
ᵀ
i zt) yields a recursive means of kernel evaluation

that is only a function of the elements at the output of the convolutions X̃ ∗ x≤t or

X̃ ∗ x≤t, for 1-gram and (n > 1)-gram filters, respectively. This underscores that at

the heart of such models, one performs convolutions between the sequence of data

(. . . , xt+1, xt, xt−1, . . . ) and filters X̃ or X̃. Consideration of filters of length greater

than one (in time) yields a generalization of the traditional LSTM. The dependence

of such models entirely on convolutions of the data sequence and filters is evocative

of CNN and Gated CNN models for text [LB95, ZZL15, Kim14, DFAG17], with this
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made explicit in Section 6.4.2 as a special case.

The Gated CNN in (6.16) and the generalized LSTM in (6.18)-(6.19) both employ

dynamic gating. However, the generalized LSTM explicitly employs a memory cell

(and feedback), and hence offers the potential to leverage long-term memory. While

memory affords advantages, a noted limitation of the LSTM is that computation

of h′t is sequential, undermining parallel computation, particularly while training

[DFAG17, VSP+17]. In the Gated CNN, h′t comes directly from the output of the

gated convolution, allowing parallel fitting of the model to time-dependent data.

While the Gated CNN does not employ recurrence, the filters of length n > 1 do

leverage extended temporal dependence. Further, via deep Gated CNNs [DFAG17],

the effective support of the filters at deeper layers can be expansive.

Recurrent kernels of the form kθ(z̃, zt) = qθ(z̃
ᵀzt) were also developed in [HS12],

but with the goal of extending recurrent kernel machines to sequential inputs, rather

than making connections with RNNs. The formulation in Section 6.2 has two im-

portant differences with that prior work. First, we employ the same vector x̃i for all

shift positions t of the inner product x̃ᵀi xt. By contrast, in [HS12] effectively infinite-

dimensional filters are used, because the filter x̃t,i changes with t. This makes imple-

mentation computationally impractical, necessitating truncation of the long temporal

filter. Additionally, the feedback of h′t in (6.8) was not considered, and as discussed

in Section 6.3.2, our proposed setup yields natural connections to long short-term

memory (LSTM) [HS97, GSK+17].

Prior work analyzing neural networks from an RKHS perspective has largely been

based on the feature mapping ϕθ(x) and the weight ω [ARTP15, BM17, Mai16,

WHSX16]. For the recurrent model of interest here, function ht = f(W (x)xt +

W (h)ht−1 + b) plays a role like ϕθ(x) as a mapping of an input xt to what may

be viewed as a feature vector ht. However, because of the recurrence, ht is a function
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of (xt, xt−1, . . . ) for an arbitrarily long time period prior to time t:

ht(xt, xt−1, . . . ) = f(W (x)xt + b+W (h)f(W (x)xt−1 + b+W (h)f(W (x)xt−2 + b+ . . . )))

(6.20)

However, rather than explicitly working with ht(xt, xt−1, . . . ), we focus on the kernel

kθ(z̃i, zt) = qθ(z̃
ᵀ
i zt) = kθ(x̃i ∗ x≤t).

The authors of [LJBJ17] derive recurrent neural networks from a string kernel

by replacing the exact matching function with an inner product and assume the

decay factor to be a nonlinear function. Convolutional neural networks are recovered

by replacing a pointwise multiplication with addition. However, the formulation

cannot recover the standard LSTM formulation, nor is there a consistent formulation

for all the gates. The authors of [RKF19] introduce a kernel-based update rule to

approximate backpropagation through time (BPTT) for RNN training, but still follow

the standard RNN structure.

Previous works have considered recurrent models with n-gram inputs as in (6.12).

For example, strongly-typed RNNs [BG16] consider bigram inputs, but the previous

input xt−1 is used as a replacement for ht−1 rather than in conjunction, as in our for-

mulation. Quasi-RNNs [BMXS17] are similar to [BG16], but generalize them with a

convolutional filter for the input and use different nonlinearities. Inputs correspond-

ing to n-grams have also been implicitly considered by models that use convolutional

layers to extract features from n-grams that are then fed into a recurrent network

(e.g., [CL16, WYLZ16, ZSLL15]). Relative to (6.18), these models contain an extra

nonlinearity f(·) from the convolution and projection matrix W (x) from the recurrent

cell, and no longer recover the CNN [LB95, ZZL15, Kim14] or Gated CNN [DFAG17]

as special cases.
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6.6 Experiments

In the following experiments, we consider several model variants, with nomenclature

as follows. The n-gram LSTM developed in Sec. 6.4.3 is a generalization of the

standard LSTM [HS97] (for which n = 1). We denote RKM-LSTM (recurrent

kernel machine LSTM) as corresponding to (6.10)-(6.11), which resembles the n-

gram LSTM, but without a tanh nonlinearity on the cell update c̃t or emission ct.

We term RKM-CIFG as a RKM-LSTM with ηt = 1 − ft, as discussed in Section

6.3.2. Linear Kernel w/ ot corresponds to (6.10)-(6.11) with ηt = σ2
i and ft = σ2

f ,

with σ2
i and σ2

f time-invariant constants; this corresponds to a linear kernel for the

update of the memory cell, and dynamic gating on the output, via ot. We also

consider the same model without dynamic gating on the output, i.e., ot = 1 for all t

(with a tanh nonlinearity on the output), which we call Linear Kernel. The Gated

CNN corresponds to the model in [DFAG17], which is the same as Linear Kernel w/

ot, but with σ2
f = 0 (i.e., no memory). Finally, we consider a CNN model [LB95],

that is the same as the Linear Kernel model, but without feedback or memory, i.e.,

z′t = xt and σ2
f = 0. For all of these, we may also consider an n-gram generalization

as introduced in Section 6.4. For example, a 3-gram RKM-LSTM corresponds to

(6.18)-(6.19), with length-3 convolutional filters in the time dimension. The models

are summarized in Table 6.1. All experiments are run on a single NVIDIA Titan X

GPU.

Document Classification We show results for several popular document clas-

sification datasets [ZZL15] in Table 6.2. The AGNews and Yahoo! datasets are topic

classification tasks, while Yelp Full is sentiment analysis and DBpedia is ontology

classification. The same basic network architecture is used for all models, with the

only difference being the choice of recurrent cell, which we make single-layer and

unidirectional. Hidden representations h′t are aggregated with mean pooling across
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Table 6.1: Model variants under consideration, assuming 1-gram inputs. Concate-
nating additional inputs xt−1, . . . , xt−n+1 to z′t in the Input column yields the corre-
sponding n-gram model. Number of model parameters are shown for input xt ∈ Rm

and output h′t ∈ Rd.

Model Parameters Input Cell Output

LSTM [HS97] (nm+ d)(4d) z′t = [xt, h
′
t−1] ct = ηt � tanh(c̃t) + ft � ct−1 h′t = ot � tanh(ct)

RKM-LSTM (nm+ d)(4d) z′t = [xt, h
′
t−1] ct = ηt � c̃t + ft � ct−1 h′t = ot � ct

RKM-CIFG (nm+ d)(3d) z′t = [xt, h
′
t−1] ct = (1− ft)� c̃t + ft � ct−1 h′t = ot � ct

Linear Kernel w/ ot (nm+ d)(2d) z′t = [xt, h
′
t−1] ct = σ2

i c̃t + σ2
fct−1 h′t = ot � ct

Linear Kernel (nm+ d)(d) z′t = [xt, h
′
t−1] ct = σ2

i c̃t + σ2
fct−1 h′t = tanh(ct)

Gated CNN [DFAG17] (nm)(2d) z′t = xt ct = σ2
i c̃t h′t = ot � ct

CNN [LB95] (nm)(d) z′t = xt ct = σ2
i c̃t h′t = tanh(ct)

time, followed by two fully connected layers, with the second having output size cor-

responding to the number of classes of the dataset. We use 300-dimensional GloVe

[PSM14] as our word embedding initialization and set the dimensions of all hidden

units to 300. We follow the same preprocessing procedure as in [WLW+18]. Layer

normalization [BKH16] is performed after the computation of the cell state ct. For

the Linear Kernel w/ ot and the Linear Kernel, we set3 σ2
i = σ2

f = 0.5.

Notably, the derived RKM-LSTM model performs comparably to the standard

LSTM model across all considered datasets. We also find the CIFG version of the

RKM-LSTM model to have similar accuracy. As the recurrent model becomes less

sophisticated with regard to gating and memory, we see a corresponding decrease in

classification accuracy. This decrease is especially significant for Yelp Full, which re-

quires a more intricate comprehension of the entire text to make a correct prediction.

This is in contrast to AGNews and DBpedia, where the success of the 1-gram CNN

indicates that simple keyword matching is sufficient to do well. We also observe that

generalizing the model to consider n-gram inputs typically improves performance;

the highest accuracies for each dataset were achieved by an n-gram model.

Language Modeling We also perform experiments on popular word-level

3σ2
i and σ2

f can also be learned, but we found this not to have much effect on the final performance.
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Table 6.2: Document classification accuracy for 1-gram and 3-gram versions of var-
ious models. Total parameters of each model are shown, excluding word embeddings
and the classifier.

Parameters AGNews DBpedia Yahoo! Yelp Full
Model 1-gram 3-gram 1-gram 3-gram 1-gram 3-gram 1-gram 3-gram 1-gram 3-gram

LSTM 720K 1.44M 91.82 92.46 98.98 98.97 77.74 77.72 66.27 66.37
RKM-LSTM 720K 1.44M 91.76 92.28 98.97 99.00 77.70 77.72 65.92 66.43
RKM-CIFG 540K 1.08M 92.29 92.39 98.99 99.05 77.71 77.91 65.93 65.92
Linear Kernel w/ ot 360K 720K 92.07 91.49 98.96 98.94 77.41 77.53 65.35 65.94
Linear Kernel 180K 360K 91.62 91.50 98.65 98.77 76.93 76.53 61.18 62.11
Gated CNN [DFAG17] 180K 540K 91.54 91.78 98.37 98.77 72.92 76.66 60.25 64.30
CNN [LB95] 90K 270K 91.20 91.53 98.17 98.52 72.51 75.97 59.77 62.08

Table 6.3: Language model perplexity (PPL) on validation and test sets of the Penn
Treebank and Wikitext-2 language modeling tasks.

PTB Wikitext-2
Model PPL valid PPL test PPL valid PPL test

LSTM [HS97, MKS18] 61.2 58.9 68.74 65.68
RKM-LSTM 60.3 58.2 67.85 65.22
RKM-CIFG 61.9 59.5 69.12 66.03
Linear Kernel w/ ot 72.3 69.7 84.23 80.21

language generation datasets Penn Tree Bank (PTB) [MSM93] and Wikitext-2

[MXBS17], reporting validation and test perplexities (PPL) in Table 6.3. We adopt

AWD-LSTM [MKS18] as our base model4, replacing the standard LSTM with RKM-

LSTM, RKM-CIFG, and Linear Kernel w/ ot to do our comparison. We keep all other

hyperparameters the same as the default. Here we consider 1-gram filters, as they

performed best for this task; given that the datasets considered here are smaller than

those for the classification experiments, 1-grams are less likely to overfit. Note that

the static gating on the update of the memory cell (Linear Kernel w/ ot) does con-

siderably worse than the models with dynamic input and forget gates on the memory

cell. The RKM-LSTM model consistently outperforms the traditional LSTM, again

showing that the models derived from recurrent kernel machines work well in practice

for the data considered.

4We use the official codebase https://github.com/salesforce/awd-lstm-lm and report exper-
iment results before two-step fine-tuning.
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Table 6.4: Mean leave-one-out classification accuracies for mouse LFP data. For
each model, (n = 40)-gram filters are considered, and the number of filters in each
model is 30.

Model
n-gram
LSTM

RKM-
LSTM

RKM-
CIFG

Linear
Kernel w/ ot

Linear
Kernel

Gated
CNN [DFAG17]

CNN [LMM+17]

Accuracy 80.24 79.02 77.58 76.11 73.13 76.02 73.40

LFP Classification We perform experiments on a Local Field Potential (LFP)

dataset. The LFP signal is multi-channel time series recorded inside the brain to

measure neural activity. The LFP dataset used in this work contains recordings from

29 mice (wild-type or CLOCK∆19 [vEMY13]), while the mice were (i) in their home

cages, (ii) in an open field, and (iii) suspended by their tails. There are a total

of m = 11 channels and the sampling rate is 1000Hz. The goal of this task is to

predict the state of a mouse from a 1 second segment of its LFP recording as a 3-

way classification problem. In order to test the model generalizability, we perform

leave-one-out cross-validation testing: data from each mouse is left out as testing

iteratively while the remaining mice are used as training.

SyncNet [LMM+17] is a CNN model with specifically designed wavelet filters

for neural data. We incorporate the SyncNet form of n-gram convolutional filters

into our recurrent framework (we have parameteric n-gram convolutional filters, with

parameters learned). As was demonstrated in Section 6.4.2, the CNN is a memory-

less special case of our derived generalized LSTM. An illustration of the modified

model (Figure 6.3) can be found in Appendix 6.7, along with other further details on

SyncNet.

While the filters of SyncNet are interpretable and can prevent overfitting (be-

cause they have a small number of parameters), the same kind of generalization to

an n-gram LSTM can be made without increasing the number of learned parameters.

We do so for all of the recurrent cell types in Table 6.1, with the CNN correspond-
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ing to the original SyncNet model. Compared to the original SyncNet model, our

newly proposed models can jointly consider the time dependency within the whole

signal. The mean classification accuracies across all mice are compared in Table 6.4,

where we observe substantial improvements in prediction accuracy through the ad-

dition of memory cells to the model. Thus, considering the time dependency in the

neural signal appears to be beneficial for identifying hidden patterns. Classification

performances per subject (Figure 6.4) can be found in Appendix A.

6.7 Conclusions

The principal contribution of this paper is a new perspective on gated RNNs, leverag-

ing concepts from recurrent kernel machines. From that standpoint, we have derived

a model closely connected to the LSTM [HS97, GSK+17] (for convolutional filters of

length one), and have extended such models to convolutional filters of length greater

than one, yielding a generalization of the LSTM. The CNN [LB95, ZZL15, Kim14],

Gated CNN [DFAG17] and RAN [LLZ17] models are recovered as special cases of

the developed framework. We have demonstrated the efficacy of the derived models

on NLP and neuroscience tasks, for which our RKM variants show comparable or

better performance than the LSTM. In particular, we observe that extending LSTM

variants with convolutional filters of length greater than one can significantly improve

the performance in LFP classification relative to recent prior work.
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Appendix

A. More Details of the LFP Experiment

In this section, we provide more details on the Sync-RKM model. In order to in-

corporate the SyncNet model [LMM+17] into our framework, the weight W (x) =[
W (x0),W (x−1), · · · ,W (x−n+1)

]
defined in Eq. (6.12) is parameterized as wavelet fil-

ters. If there is a total of K filters, then W (x) is of size K × C × n.

Specifically, suppose the n-gram input data at time t is given as Xt =

[xt−n+1, · · · ,xt] ∈ RC×n with channel number C and window size n. The k-th filter

for channel c can be written as

W
(x)
kc = αkc cos (ωkt+ φkc) exp(−βkt2) (6.21)

W
(x)
kc has the form of the Morlet wavelet base function. Parameters to be learned are

αkc, ωk, φkc and βk for c = 1, · · ·C and k = 1, · · · , K. t is a time grid of length n,

which is a constant vector. In the recurrent cell, each W
(x)
kc is convolved with the c-th

channel of Xt using 1-d convolution. Figure 6.3 gives the framework of this Sync-

RKM model. For more details of how the filter works, please refer to the original

work [LMM+17].

When applying the Sync-RKM model on LFP data, we choose the window size

as n = 40 to consider the time dependencies in the signal. Since the experiment

is performed by treating each mouse as test iteratively, we show the subject-wise

classification accuracy in Figure 6.4. The proposed model does consistently better

across nearly all subjects.
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Figure 6.3: Illustration of the proposed model with SyncNet filters. The input LFP
signal is given by the C×T matrix. The SyncNet filters (right) are applied on signal
chunks at each time step.

Figure 6.4: Subject-wise classification accuracy comparison for the various models
on the LFP dataset.
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Chapter 7

Conclusions

With these works, we explore the possibility of applying deep learning to automatic

threat recognition for X-ray baggage screening at airport checkpoints, successfully

creating functional prototype machines with full integration of convolutional object

detection algorithms with X-ray scanning hardware [AB20]. These prototype sys-

tems are capable of simulating real-world deployment, scanning physical bags and

projecting predictions directly on the constructed projections on display screens, all

in real-time. We initially restricted our study to 4 threat classes: firearms, sharps,

blunts, and LAGs, collecting a large dataset of scans on both Smiths and Rapiscan

machines, and we find that deep learning models can indeed do an impressive job

finding these types of objects, both on held-out evaluation sets and during live tests.

Training a variety of models, we found that given a time budget of about 1 second

per bag, Faster R-CNN [RHGS15] coupled with a ResNet [HZRS16] feature extractor

performed best, and a simple OR-gate scheme to combine predictions across multiple

views successfully boosted overall performance.

While these results represent a promising start, demonstrating the potential of

deep learning algorithms for automatic threat recognition, some additional studies

need to be conducted to see these models officially deployed at airports. For example,

our data collection effort was limited to select categories of prohibited items, and

specifically only subsets of those classes. Assembling a broader dataset providing

more coverage of all potential threats may be necessary to some degree for automated

threat detectors to be able to fully generalize to all the items they will encounter in

the real world. A study of human factors [SM98] may also be necessary. Not only
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is it important to determine the best ways to alert a human operator, but it is also

critical to determine to what degree over-reliance on an automated-assist may lead

to reduced human attention [LS04].

Several ideas from the deep learning literature are also worthy avenues of fu-

ture extensions. We have explored positive-unlabeled (PU) learning [YLC20],

continual learning [LLWC18a, LLWC18b, MLC20], and understanding neural net-

works [LWL+19]. While we did not necessarily show experimental results for these

ideas, applying these concepts to automated threat recognition at airport checkpoints

may be worthy directions of future research. For example, domain adaptation meth-

ods [GUA+16] have been shown to improve performance by leveraging Stream-of-

Commerce data to show models more examples of benign backgrounds [SSLC20].

A study of distributed or federated learning methods [DCM+12, MMR+17] may

also help scale the training of these systems across airports. Knowledge distilla-

tion or model compression [HVD15, CGL+20] methods can reduce the size and cost

of the model, both speeding up inference time and requiring less computational re-

sources for each machine. Finally, for sensitive applications, a study of adversarial

attacks [SZS+14, PMG+17, ILCC20, ILW+20] would also be useful for understanding

how these models may fail. While not impossible, such attacks on X-ray scan threat

detection are fortunately still challenging, as inserted confounders must be robust

to 3-dimensional rotation in X-ray transmission material properties to successfully

attack an X-ray scanner. Many of these fields of machine learning represent oppor-

tunities to further improve engineered deep automatic threat recognition systems.

Deep learning [LBH15, GBC16] has made exciting progress over the past decade,

and the potential for applying some of these methods to real-world applications like

X-ray baggage screening shows promise to improve security at airports. Although an

initial exploration, our efforts have demonstrated that it is indeed possible to build
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these systems, producing working prototypes that successfully find certain classes of

threat objects, even when hidden. With more data collection, system engineering,

and incorporation of other ideas from the machine learning system, we hope such

systems may eventually see real-world deployment.
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