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Abstract
Zero-shot learning (ZSL) has been shown to be
a promising approach to generalizing a model to
categories unseen during training by leveraging
class attributes, but challenges still remain. Re-
cently, methods using generative models to com-
bat bias towards classes seen during training have
pushed the state of the art of ZSL, but these gen-
erative models can be slow or computationally
expensive to train. Additionally, while many pre-
vious ZSL methods assume a one-time adaptation
to unseen classes, in reality, the world is always
changing, necessitating a constant adjustment for
deployed models. Models unprepared to handle
a sequential stream of data are likely to experi-
ence catastrophic forgetting. We propose a meta-
continual zero-shot learning (MCZSL) approach
to address both these issues. In particular, by
pairing self-gating of attributes and scaled class
normalization with meta-learning based training,
we are able to outperform state-of-the-art results
while being able to train our models substantially
faster (> 100×) than expensive generative-based
approaches. We demonstrate this by performing
experiments on five standard ZSL datasets (CUB,
aPY, AWA1, AWA2 and SUN) in both general-
ized zero-shot learning and generalized continual
zero-shot learning settings.

1. Introduction
Deep learning has demonstrated the ability to learn powerful
models (Krizhevsky et al., 2012; He et al., 2016) given a
sufficiently large, labeled dataset of a pre-defined set of
classes. However, such models often generalize poorly
when asked to classify previously unseen classes that were
not encountered during training. In an ever-evolving world,
in which new concepts or applications are to be expected,
this brittleness can be an undesirable characteristic. While
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one could collect a new dataset and retrain a model, the
associated time and costs make this rather inefficient.

In recent years, zero-shot learning (ZSL) (Akata et al., 2013;
Norouzi et al., 2013; Mishra et al., 2017; Verma et al., 2020;
Skorokhodov et al., 2021) has been proposed as an alter-
native framework. Rather than having to collect more data
and relearn the network upon encountering a previously un-
seen class, zero-shot approaches seek to leverage auxiliary
information about these new classes, often in the form of
class attributes. This side information allows for reasoning
about the relations between classes, enabling adaptation
of the model to recognize samples from one of the novel
classes. In the more general setting, a ZSL model should
be capable of classifying inputs from both seen and unseen
classes; this more difficult setting (Xian et al., 2018a;b;
Verma et al., 2018) is commonly referred to as generalized
zero-shot learning (GZSL).

Some of the strongest results in GZSL (Felix et al., 2018;
Verma et al., 2018; Schonfeld et al., 2019; Xian et al., 2019a)
have come from approaches utilizing generative models.
These approaches typically learn a generative mapping be-
tween the attributes and the data and then conditionally gen-
erate synthetic samples from the unseen class attributes. The
model can then be learned in the usual supervised manner
on the joint dataset containing the seen class and generated
unseen class data, mitigating model bias toward the seen
classes. While effective, training the requisite generative
model, generating synthetic data, and training the model on
this combined data can be an expensive process (Narayan
et al., 2020; Li et al., 2019; Verma et al., 2020) and requires
all attributes of the unseen classes to be known a priori,
limiting the flexibility of such approaches.

If assuming a one-time adaptation from a pre-determined
set of training classes, the cost of such a one-off process
may be considered acceptable in some circumstances, but it
may present challenges if it must be repeated. While ZSL
methods commonly consider only one adaptation, in reality
environments are often dynamic, and new class data may
appear sequentially. For example, if it is important for a
model to be able to classify a previously unseen class, it is
natural that a future data collection effort may later make
labeled data from these classes available (Skorokhodov et al.,
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Figure 1. The proposed meta-continual zero-shot learning (MCZSL) model, with self-gating on attributes and scaled layer normalization.

2021). Alternatively, changing requirements may require
the model to learn from and then generalize to entirely new
seen and unseen classes (Gautam et al., 2020). In such
cases, the model should be able to learn from new datasets
without catastrophically forgetting (McCloskey & Cohen,
1989) previously seen data, even if that older data is no
longer available in its entirety. Thus, it is important that
ZSL methods can work in continual learning settings as
well.

To address these issues, we propose meta-continual zero-
shot learning (MCZSL). We propose a novel self-gating
on the attributes and scaled layer normalization that ob-
viate the need for expensive generative models, resulting
in a 100× speed-up in training time. We also show that
training this model with a first-order meta-learning algo-
rithm (Nichol et al., 2018) and a small reservoir of samples
enables learning in a continual fashion, largely preventing
catastrophic forgetting. Experiments on CUB (Wah et al.,
2011), aPY (Farhadi et al., 2009), AWA1 (Lampert et al.,
2009), AWA2 (Xian et al., 2018a) and SUN (Patterson &
Hays, 2012) demonstrate that MCZSL achieves state-of-the-
art results in both GZSL and continual GZSL settings.

2. Methods
The proposed approach can be divide into three major com-
ponents: (i) self-gating on the attribute, which helps dis-
card noisy attribute dimensions, providing canonical, ro-
bust, class-specific information; (ii) normalization and scale,
which can mitigate the seen class bias and play a key role
in zero-shot learning (Skorokhodov et al., 2021); and (iii)
meta-learning for few-shot learning (Nichol et al., 2018),
which enables the model to learn a robust mapping when
only a few samples are present. We describe here notation
and each component in detail.

2.1. Background and Notation

Let Tt = {Dttr,Dtts} be a task arriving at time t, where Dttr
and Dtts are the train and test sets associated with the tth

task, respectively. In a continual learning setup, we assume
that a set of tasks arrive sequentially, such that the training
data for only the current task is made available. Let this
sequence of tasks be {T1, T2, . . . TK}, where at time t, the
training data for only the tth task is available. In continual
learning, the goal is to learn a new task while preventing
catastrophic forgetting of any previous tasks, therefore, at
test the model is evaluated on the current and previous tasks
that the model has encountered before.

We assume that for a given task t, we have cst number of
seen classes that we can use for training and cut unseen/novel
classes that we are interested in adapting our model to. Anal-
ogous to GZSL, during test time we assume that samples
come from any of the seen or unseen classes of the current
or previous tasks, i.e., the test samples for task Tt con-
tain cs≤t (cs≤t =

∑t
k=1 c

s
k) number of seen classes and cut

number of unseen classes, where cut will depend on the cho-
sen evaluation protocol (see Sections 4.1.2-4.1.3). Assume
Dttr = {xti, yti , ayi , t}

Ns
t

i=1 to be the training data, where
xti ∈ Rd is the visual feature of sample i of task t, yi is the
label of xti, ayi is the attribute/description vector of label yi,
t is the task identifier (id) and Yc is the label set for c classes.
Let Dtts = {{xti}

Nu
t

i=1, yxt
i
,At : At = {ay}

y=cs≤t∪c
u
t

y=1 } be
the testing data for the task t and yxt

i
∈ cs≤t ∪ cut . For

each task Tt, the seen and unseen classes are disjoint, i.e.,
Ycst ∩Ycut = φ. In each task t, seen and unseen classes have
an associated attribute/description vector ay ∈ At that helps
to transfer knowledge from seen to unseen classes. We use
Ns
t and Nu

t to denote the number of train and test samples
for the task t, respectively. We assume that there are a total
of S seen classes and U unseen classes for each dataset, and
the attribute set isA : A ∈ RS∪U×z , where z is the attribute
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dimension. In the continual learning setup, test samples con-
tain both unseen and seen classes up to task t. Therefore, the
objective in continual ZSL is not only to predict the future
task classes, but also to overcome catastrophic forgetting of
the previous tasks.

2.2. Self-Gating on Attributes

Class attribute descriptions are a key component for positive
forward transfer in ZSL. Models rely on the class descrip-
tion in order to successfully transfer knowledge from the
seen classes to the unseen classes. These attributes are often
either learned or manually annotated by humans, encapsu-
lating all aspects of each class with a single set of attributes.
Depending on the setting, intra-class variability can be sig-
nificant; for example, members of a dog class can vary from
a teacup poodle to Great Danes. As a result, setting global
attributes that are representative of the entire class can be
a significant challenge. Because of the diversity of sam-
ples within a class, certain dimensions of an attribute may
contain noisy or redundant information, which can degrade
model performance.

To address this, we develop a self-gating module for the
attribute vector, that can continually learn from sequential
data and provide a robust, class-representative vector sat-
isfying most of the samples within the class. Let As≤t be
the seen class attribute up to the training of task Tt, where
As≤t ∈ Rc

s
≤t×D. We introduce Φa, Φs, and Φb as three

neural networks with different activation functions at the
output layer. The self-gating on the attribute can be defined
as:

As
a+t

= ReLU
(
Φa
(
As≤t

))
∗ σ
(
Φs
(
As≤t

))
+ ReLU

(
Φb
(
As≤t

))
(1)

where σ is the sigmoid activation function. The function
Φs with a sigmoid activation maps the projected attribute
to the range [0, 1], giving weights to each dimension of the
function Φa. Values closer to one signify higher importance
of a particular attribute dimension, while values closer to
zero imply the opposite. Finally, function Φb projects the
attribute to the same space as Φa and Φb, resulting in some-
thing similar to a bias vector, but learned through a different
function. We empirically observe that Φa and Φb help learn
a robust and global attribute vector while Φb helps stabilize
model training. An overview of the self-gating block is
illustrated in Figure 1.

2.3. Scaled Layer Normalization

Normalization techniques have become critical components
of deep learning models. Popular normalizations like Batch-
Norm (Ioffe & Szegedy, 2015), GroupNorm (Wu & He,
2018), and LayerNorm (Ba et al., 2016) not only help stabi-
lize and accelerate training of deep learning models but can

also lead to significant improvements in final performance.
Recently, Skorokhodov et al. (2021) investigated the impact
of class-wise layer normalization (CLN) on zero-shot learn-
ing. CLN was shown to result in significant improvement
in ZSL models while also helping to overcome model bias
towards the seen classes. The proposed scaled layer nor-
malization (SLN) is motivated by CLN and scales the mean
and variance vector by learnable parameters α and β. With
hc ∈ Rd being the output of the hidden layer of class c, we
define SLN on hc as:

SCN(hc) =
(hc − αµ)

βσ
(2)

where {α, β} ∈ R and {µ, σ} ∈ Rd. We apply SCN to
each hidden layer, empirically observing that the proposed
normalization leads to significant improvement.

2.4. Reservoir Sampling

In continual learning settings, we assume that data arrive
sequentially task by task, with only samples of the present
task available in their entirety; samples of classes from pre-
vious tasks (T1, . . . , Tt−1) are not accessible. Due to the
tendency of neural networks to experience catastrophic for-
getting (McCloskey & Cohen, 1989), the model is likely
to forget previously learned knowledge while learning new
tasks. While attribute self-gating and scaled layer normaliza-
tion are highly effective for ZSL, by helping generalization
to future classes, alone they do not prevent forgetting.

To mitigate catastrophic forgetting, our proposed model
incorporates reservoir sampling (Vitter, 1985), using a small
and constant memory size to store selected samples from
previous tasks and replaying these samples while training
the current task. This has several advantages: (i) each
task can be trained with constant time and computational
resources, and (ii) the number of samples do not grow as
the tasks increase. Replaying samples from the reservoir
effectively mitigates forgetting. For a simple reservoir, each
sample is selected for replay with probability M/N , where
M is the memory budget and N is the number of samples
selected so far. We also tried using a ring buffer (Lopez-Paz
et al., 2017), but empirically found this to provide similar
performance as the simple reservoir we employ.

2.5. Training with Meta-Learning

While reservoir sampling is effective for mitigating forget-
ting, it also has several drawbacks. As the task number
grows, a constant memory budget means the number of
samples for of each class diminishes, as the same amount
of memory has to accommodate a large number of classes.
Similarly, the current task will have a sizably larger num-
ber of samples for each class in the current task than the
number of samples in the reservoir for classes of past tasks.
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Therefore, training can be difficult, resulting in models that
generalize unevenly across all tasks/classes, as the model’s
learning is biased towards high-frequency classes. This is-
sue is similar to the problem of few-shot learning, where we
have to learn a model using only a few training examples
present in the reservoir from the previous tasks.

To handle the aforementioned problems, we propose a meta-
learning framework to train the model architecture. Meta-
learning strategies have shown promising results for few-
shot learning (Finn et al., 2017; Nichol et al., 2018). Some
of these approaches do this by training the model to learn
a better initialization, from which it can quickly adapt to
novel tasks with only a few samples; as such, we view this
to naturally complement reservoir sampling. Our approach
leverages Reptile (Nichol et al., 2018), a relatively simple
meta-learning approach using first-order gradient informa-
tion, without storing gradients in memory for the inner loop.
Let f be our proposed model with parameters θ, and τ be a
batch of data in a N -way and K-shot setting (here we refer
to batches instead of tasks to avoid confusion with tasks in
a continual learning sense). Suppose Lt is the loss over the
batch τ , given as:

Lτ = E(x,y,a)∼τ l(fθ(a, x), y) (3)

where l may be any suitable loss; in our experiments, we
use cross-entropy loss. Assume that Uzτ is an operator rep-
resenting z number of gradient update steps of the model
parameter θ, on the batch of data τ . After z gradient updates
of the loss Lτ , the model’s new gradient is defined as:

θ̃ = Uzτ (θ) (4)

After the final gradient update, instead of updating the gra-
dient in the direction of (θ̃ − θ), Reptile considers (θ − θ̃)
itself as a gradient, resulting in a final update:

θ ← θ − η(θ − θ̃) (5)

which has been shown by Nichol et al. (2018) to approxi-
mate model-agnostic meta-learning (Finn et al., 2017).

3. Related Work
We propose a novel approach to ZSL in the challenging
setting where data arrives in a sequential manner. We cover
here works in both ZSL and continual learning, as well as
the few works that discuss both.

3.1. Zero-Shot Learning
The ZSL literature is both vast and diverse, with ap-
proaches that can be roughly divided into two categories:
(i) non-generative and (ii)) generative approaches. Initial
work (Akata et al., 2013; 2015; Norouzi et al., 2013; Hwang
& Sigal, 2014; Fu et al., 2015; Xian et al., 2016) mainly
focused on non-generative models. The objective of non-
generative models is to learn a function from the seen classes

that can measure the similarity between the visual and se-
mantic spaces. (Akata et al., 2013; Norouzi et al., 2013;
Lampert et al., 2014; Xian et al., 2016) measure the lin-
ear compatibility between the visual and semantic spaces;
modeling the complex relation, linear compatibility is not
as prominent. Another set of works (Zhang & Saligrama,
2016; Romera & Torr, 2015; Kodirov et al., 2015) focus
on modeling relations by using bilinear compatibility rela-
tions, showing improved performance in similarity measure.
These approaches show promising results for the ZSL setup
where only unseen classes are evaluated on during test time,
but when also simultaneously evaluated on seen classes (i.e.,
GZSL), they perform poorly. This is primarily due to the
inability to handle model bias towards the seen class sam-
ples. Recent works (Skorokhodov et al., 2021; Liu et al.,
2021) have shown promising results for the GZSL setup us-
ing class normalization and isometric propagation networks.
Purushwalkam et al. (2019) proposed a mechanism to use
class attributes to gate modules that further process visual
features for GZSL, which is reminiscent but different from
the self-gating of attributes that we propose.

Of late, generative approaches have been among the most
popular for GZSL. Because of the rapid progress in genera-
tive modeling (e.g., VAEs (Kingma & Welling, 2014) and
GANs (Goodfellow et al., 2014; Arjovsky et al., 2017)) gen-
erative approaches have been able to synthesize increasingly
high-quality and realistic samples. For example, (Verma
et al., 2018; Xian et al., 2018b; Mishra et al., 2017; Felix
et al., 2018; Schonfeld et al., 2019; Chou et al., 2021; Xian
et al., 2019b; Keshari et al., 2020) have used conditional
VAEs or GANs to generate samples for unseen classes con-
ditioned on the class attribute. These synthesized samples
can then be used for training alongside samples from the
seen classes, transforming ZSL into traditional supervised
learning. Given the ability to generate as many samples as
needed, these approaches can easily handle the model bias
towards seen classes, leading to promising results for both
ZSL and GZSL (Verma et al., 2020; Xian et al., 2019a).

3.2. Continual Learning
Catastrophic forgetting (McCloskey & Cohen, 1989; Car-
penter & Grossberg, 1987; Lopez-Paz et al., 2017; Kirk-
patrick et al., 2017; Jung et al., 2016; Rebuffi et al., 2017;
Liang et al., 2018; Rajasegaran et al., 2020; KJ & Nal-
lure Balasubramanian, 2020) is a key problem for neural
network learning from streams of data, with previous data
no longer available. Continual learning methods seek to
balance the goals of mitigating catastrophic forgetting of
previous tasks, learning new tasks, and transferring knowl-
edge from previous tasks forward to allow for quicker adap-
tation in the future. The continual learning literature is often
broadly divided into three categories: (i) replay-based (Re-
buffi et al., 2017; Rajasegaran et al., 2020; KJ & Nallure Bal-
asubramanian, 2020; van de Ven & Tolias, 2018), which
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rely on re-training the model with a small memory bank of
samples from previous tasks; (ii) regularization-based (Kirk-
patrick et al., 2017; Yu et al., 2020a; Lopez-Paz et al., 2017;
Li & Hoiem, 2017), which regularize the model parameters
to minimize deviation of parameters important to previous
tasks while learning novel tasks; and (iii) expansion-based
models (Rajasegaran et al., 2019; Masana et al., 2020; Xu
& Zhu, 2018; Mallya et al., 2018; Singh et al., 2020; Mehta
et al., 2021), which increase model capacity dynamically
with each new task, preserving parameters for previous tasks.
While there are many evaluation protocols commonly used,
class incremental learning (Rajasegaran et al., 2020; Rebuffi
et al., 2017), which does not assume a task identity (ID) dur-
ing inference, is considered more realistic and challenging
than the task incremental learning (Singh et al., 2020; Yoon
et al., 2020), for which the task is known during inference.

3.3. Zero-Shot Continual Learning
One of the desiderata of continual learning techniques is for-
ward transfer of previous knowledge to future tasks, which
may not be known ahead of time; similarly, GZSL ap-
proaches seek to adapt models to novel, unseen classes
while still being able to classify the seen classes. As such,
there are clear connections between the two problem set-
tings. Some recent works (Lopez-Paz et al., 2017; Wei
et al., 2020; Skorokhodov et al., 2021; Gautam et al., 2020)
have drawn increasing attention towards continual zero-shot
learning (CZSL). For example, (Wei et al., 2020) considers
a task incremental learning setting, where task ID for each
sample is provided during train and test, an easier and per-
haps less realistic setting than class incremental learning.
A-GEM (Chaudhry et al., 2019) proposed a regularization-
based model to overcome catastrophic forgetting while max-
imizing the forward transfer. (Skorokhodov et al., 2021)
proposed a simple class normalization as an efficient solu-
tion to ZSL and extended it to CZSL; they proposed the set-
ting discussed in Section 4.1.2. Meanwhile, (Gautam et al.,
2020) proposed a replay-based approach for CZSL, showing
state-of-the-art results in a more realistic setting discussed in
Section 4.1.3. Like (Gautam et al., 2020; Skorokhodov et al.,
2021), we follow the class incremental learning scenario
and evaluate our approach in both settings.

4. Experiments
4.1. Training and Evaluation Protocols

4.1.1. GENERALIZED ZERO-SHOT LEARNING (GZSL)

The simplest case we consider is the generalized zero-shot
learning (GZSL) setting (Xian et al., 2018a). In GZSL,
classes are split into two groups: classes whose data are
available during the model’s training stage (“seen” classes),
and classes whose data only appear during inference (“un-

seen” classes). For both types, attribute vectors describing
each class are available to facilitate knowledge transfer. Dur-
ing test time, samples may come from either classes seen
during training or new unseen classes. We report mean seen
accuracy (mSA) and mean unseen accuracy (mUA), as well
as the harmonic mean (mhM) of both as an overall metric;
harmonic mean is considered preferable to simple arithmetic
mean as an overall metric, as it prevents either term from
dominating (Xian et al., 2018a).

Note that some GZSL approaches (notably, generative ones)
assume that the list of unseen classes and their attribute vec-
tors are available during the training stage, even if their data
are not; this inherently restricts these models to these known
unseen classes. Conversely, our approach only requires the
attributes of the seen classes. Also, in contrast to the con-
tinual GZSL settings described below, all seen classes are
assumed available simultaneously during training.

4.1.2. FIXED CONTINUAL GZSL

The setting proposed by Skorokhodov et al. (2021) divides
all classes of the dataset into K subsets, each correspond-
ing to a task. For task Tt, the first t of these subsets are
considered the seen classes, while the rest are unseen; this
results in the number of seen classes increasing with t while
the number of unseen classes decreases. Over the span of
t = 1, ...K, this simulates a scenario where we eventually
“collect” labeled data for classes that were previously un-
seen. Note that in contrast to the typical GZSL setting, only
data from the tth subset are available; previous training data
are assumed inaccessible. The goal is to learn from this
newly “collected” data without experiencing catastrophic
forgetting. As in GZSL, we report mSA, mUA, and mH, but
at the end of K − 1 tasks:

mSAF = 1
K−1

∑K−1
i=1 Acc(Dits(cs≤i),A(cs≤i)) (6)

mUAF = 1
K−1

∑K−1
i=1 Acc(Dits(cui ),A(cui )) (7)

mhMF = 1
K−1

∑K−1
i=1 H(Dits(cs≤i),Dits(cui ),A) (8)

where Acc represents per class accuracy, Dits(cs≤i) and
A(cs≤t) are the seen class test data and attribute vectors re-
spectively during the ith task. Similarly Dits(cui ) and A(cui )
represents the unseen class test data and attribute vectors
during the ith task. H is the harmonic mean of the accura-
cies obtained on Dits(cs≤i) and Dits(cui ). We calculate the
metric up to task K − 1, as there are no unseen classes for
task K, resulting in standard supervised continual learning.

4.1.3. DYNAMIC CONTINUAL GZSL

While it’s not unreasonable that previously unseen class
may become seen in the future, the above fixed continual
GZSL evaluation protocol assumes that all unseen classes
and attributes are set from the beginning, which may be un-
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Table 1. Mean seen accuracy (mSA), mean unseen accuracy (mUA), and their harmonic mean (mH) for GZSL.
SUN CUB AWA1 AWA2 Average

mSA mUA mH mSA mUA mH mSA mUA mH mSA mUA mH Training Time

CVC-ZSL (Li et al., 2019) 36.3 42.8 39.3 47.4 47.6 47.5 62.7 77.0 69.1 56.4 81.4 66.7 3 Hours

SGAL (Yu & Lee, 2019) 42.9 31.2 36.1 47.1 44.7 45.9 52.7 75.7 62.2 55.1 81.2 65.6 50 Min

SGMA (Zhu et al., 2019) – – – 36.7 71.3 48.5 - - - 37.6 87.1 52.5 –

DASCN (Ni et al., 2019) 42.4 38.5 40.3 45.9 59.0 51.6 59.3 68.0 63.4 – – – –

TF-VAEGAN (Narayan et al., 2020) 45.6 40.7 43.0 52.8 64.7 58.1 – – – 59.8 75.1 66.6 1.75 Hours

EPGN (Yu et al., 2020b) – – – 52.0 61.1 56.2 62.1 83.4 71.2 52.6 83.5 64.6 –

DVBE (Min et al., 2020) 45.0 37.2 40.7 53.2 60.2 56.5 – – – 63.6 70.8 67.0 –

LsrGAN (Vyas et al., 2020) 44.8 37.7 40.9 48.1 59.1 53.0 – – – 54.6 74.6 63.0 1.25 Hours

F-VAEGAN-D2 (Xian et al., 2019b) 45.1 38.0 41.3 48.4 60.1 53.6 – – – 57.6 70.6 63.5 –

ZSML (Verma et al., 2020) 45.1 21.7 29.3 60.0 52.1 55.7 57.4 71.1 63.5 58.9 74.6 65.8 3 Hours

NM-ZSL (Skorokhodov et al., 2021) 44.7 41.6 43.1 49.9 50.7 50.3 63.1 73.4 67.8 60.2 77.1 67.6 1 Min

MCZSL (Ours) 40.3 46.9 43.4 57.2 66.4 61.4 78.9 64.6 71.8 77.9 67.1 72.1 31 Second

Table 2. Mean seen accuracy (mSA), mean unseen accuracy (mUA), and their harmonic mean (mH) for fixed continual GZSL.
CUB aPY AWA1 AWA2 SUN

mSA mUA mH mSA mUA mH mSA mUA mH mSA mUA mH mSA mUA mH

Sequential (Lower Bound) 11.44 2.84 4.25 36.53 15.78 17.66 40.91 12.08 18.11 43.37 12.02 18.12 11.82 3.06 4.78

Seq-CVAE (Mishra et al., 2017) 24.66 8.57 12.18 51.57 11.38 18.33 59.27 18.24 27.14 61.42 19.34 28.67 16.88 11.40 13.38

Seq-CADA (Schonfeld et al., 2019) 40.82 14.37 21.14 45.25 10.59 16.42 51.57 18.02 27.59 52.30 20.30 30.38 25.94 16.22 20.10

AGEM-CZSL (Chaudhry et al., 2019) – – 13.20 – – – – – – – – – – – 10.50

CZSL-CV+res (Gautam et al., 2020) 44.89 13.45 20.15 64.88 15.24 23.90 78.56 23.65 35.51 80.97 25.75 38.34 23.99 14.10 17.63

CZSL-CA+res (Gautam et al., 2020) 43.96 32.77 36.06 57.69 20.83 28.84 62.64 38.41 45.38 62.80 39.23 46.22 27.11 21.72 22.92

NM-ZSL (Skorokhodov et al., 2021) 55.45 43.25 47.04 45.26 21.35 27.18 70.90 37.46 48.75 76.33 39.79 51.51 50.01 19.77 28.04

MCZSL (Ours) 58.34 48.35 51.31 50.74 22.37 30.66 63.69 46.71 53.12 68.01 48.38 55.17 55.40 22.91 32.23

realistic. An alternative framing of continual GZSL is one in
which each class consists of its own disjoint set of seen and
unseen classes, as proposed by Gautam et al. (2020). Such
a formulation does not require all attributes to be known
a priori, allowing the model to continue accommodating
an unbounded number of classes. As such, in contrast to
the fixed continual GZSL, the number of seen and unseen
classes both increase with t. As with the other settings, we
report mSA, mUA and mH:

mSAD = 1
K

∑K
i=1 Acc(Dits(cs≤i),A(cs≤i)) (9)

mUAD = 1
K

∑K
i=1 Acc(Dits(cu≤i),A(cu≤i)) (10)

mhMD = 1
K

∑K
i=1H(Dits(cs≤i),Dits(cu≤i),A) (11)

where Acc represents per class accuracy, Dits(cs≤i) and
A(cs≤t) are the seen class test data and attribute vectors
during ith task. Similarly Dits(cu≤i) and A(cu≤i) represents
the unseen class test data and attribute vector during the ith

task. Detailed splits of the seen and unseen class samples
for each task are given in the supplementary material.

4.2. Datasets and Baselines

Datasets We conduct experiments on five widely used
datasets for zero-shot learning. CUB-200 (Wah et al., 2011)
is a fine-grain dataset containing 200 classes of birds, and
AWA1 (Lampert et al., 2009) and AWA2 (Xian et al., 2018a)
are datasets containing 50 classes of animal, each repre-
sented by a 85-dimensional attribute. aPY (Farhadi et al.,
2009) is a diverse dataset containing 32 classes, each asso-
ciated with a 64-dimensional attribute. SUN (Patterson &
Hays, 2012) contains 717 classes, each with only 20 sam-
ples; fewer samples and a high number of classes make
SUN especially challenging. In the SUN dataset each class
is represented by a 102-dimensional attribute vector. More
dataset descriptions, hyperparameters, and implementation
details can be found in the supplementary material.

Baselines We compare the proposed approach against
a variety of baselines. CZSL-CV+res and CZSL-
CA+res (Gautam et al., 2020) are continual ZSL models
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Table 3. Mean seen accuracy (mSA), mean unseen accuracy (mUA), and their harmonic mean (mH) for dynamic continual GZSL.
CUB aPY AWA1 AWA2 SUN

mSA mUA mH mSA mUA mH mSA mUA mH mSA mUA mH mSA mUA mH

Sequential (Lower Bound) 15.82 8.35 9.53 52.26 25.21 30.56 48.01 31.97 35.84 49.56 26.56 31.81 16.17 7.42 9.41

Seq-CVAE (Mishra et al., 2017) 38.95 20.89 26.74 65.87 17.90 25.84 70.24 28.36 39.32 73.71 26.22 36.30 29.06 21.33 24.33

Seq-CADA (Schmidhuber, 1987) 55.55 26.96 35.62 61.17 21.13 26.37 78.12 35.93 47.06 79.89 36.64 47.99 42.21 23.47 29.60

CZSL-CV+res (Gautam et al., 2020) 63.16 27.50 37.84 78.15 28.10 40.21 85.01 37.49 51.60 88.36 33.24 47.89 37.50 24.01 29.15

CZSL-CA+res (Gautam et al., 2020) 68.18 42.44 50.68 66.30 36.59 45.08 81.86 61.39 69.92 82.19 55.98 65.95 47.18 30.30 34.88

NM-ZSL (Skorokhodov et al., 2021) 64.91 46.05 53.79 79.60 22.29 32.61 75.59 60.87 67.44 89.22 51.38 63.41 50.56 35.55 41.65

MCZSL (Ours) 62.41 67.63 64.71 69.91 34.36 43.03 81.81 65.47 72.22 86.09 64.62 72.96 52.73 41.78 46.45

Figure 2. Harmonic mean per task for continual GZSL on the CUB dataset, Left: Fixed, Right: Dynamic

incorporating a conditional variational auto-encoders (VAE)
and CADA (Schonfeld et al., 2019) with a memory reser-
voir, respectively. AGEM-CZSL (Chaudhry et al., 2019)
is the average gradient episodic memory-based continual
ZSL method. NM-ZSL (Skorokhodov et al., 2021) is an
embedding-based approach that originally proposed what
we refer to as fixed GZSL. Seq-CVAE and Seq-CADA are
the sequential versions of VAE (Mishra et al., 2017) and
CADA (Schonfeld et al., 2019) for CZSL settings, which
can be considered as a lower bound of a generative approach.

4.3. Results

Generalized Zero-Shot Learning We conduct experi-
ments on CUB-200, SUN, AWA1, and AWA2 datasets in
the GZSL setting, reporting means of the seen and unseen
classes, as well as their harmonic means, in Table 1. We
observe significant improvements over previous methods
across all datasets, with absolute gains of 0.3%, 2.3%, 0.6%,
and 4.5% for SUN, CUB, AWA1, and AWA2 dataset. Par-
ticularly noteworthy is the average training1 time of our
approach relative to the baseline approaches, many of which
require learning complex generative models (e.g., VAE or
GAN) to synthesize the realistic samples. Compared to other

1Time to train on the whole dataset with a Nvidia GTX 1080Ti

generative approaches, MCZSL can be 100-300× faster.

Fixed Continual GZSL We perform fixed continual
GZSL experiments on the CUB, aPY, AWA1, AWA2 and
SUN datasets, showing the results in Table 2. For fair com-
parison, we use the same memory buffer size as Gautam
et al. (2020). On CUB, aPY, AWA1, AWA2 and SUN, the
proposed model shows 4.27%, 1.82%, 4.37%, 3.66% and
4.19% absolute increase over the best baseline. Figure 2
(left) shows harmonic mean of the model versus the task
number for the CUB dataset. With each task, more of the
unseen classes become seen, so performance tends to in-
crease over time. We observe that our proposed MCZSL
consistently outperforms recent baselines. Notably, these
significant improvements are achieved without using any
costly generative models. Detailed descriptions of the ex-
perimental setup, task splits in each class, and memory
reservoir size are given in the supplementary material.

Dynamic Continual GZSL As with fixed continual
GZSL, we also conduct experiments in the dynamic con-
tinual GZSL on CUB, aPY, AWA1, AWA2 and SUN as
shown in Table 3. Once again, we observe that our proposed
MCZSL performs well, seeing absolute gains of 10.92%,
2.30%, 7.01%, and 4.80%, on the CUB, AWA1, AWA2, and
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Figure 3. Memory growth vs model performance for continual GZSL on the CUB dataset, Left: Fixed, Right: Dynamic

Figure 4. Effect of the different proposed components on the CUB
and AWA1 datasets for fixed continual GZSL. MCZSL: our model
with all components, MCZSL-meta: without meta-learning module,
MCZSL-SA: without self-gating, MCZSL-CN-SN: without CN or
SCN, and MCZSL+CN-SCL: with CN but without SCN.

SUN datasets, while being relatively competitive on aPY. In
Figure 2 (right), we show harmonic mean per task for the
CUB dataset. In contrast with fixed continual GZSL, each
task brings more seen and unseen classes, making the prob-
lem harder due to more classes to distinguish and increasing
opportunity for forgetting; thus, accuracy tends to drop with
more tasks. Regardless, we again observe that the proposed
model consistently outperforms recent baselines over the
task numbers.

4.4. Ablation Studies

We conduct extensive ablation studies on the different com-
ponents of the proposed model, observing that each of the
proposed components play a critical role. We show the
effects of different components on the AWA1 and CUB
datasets in the fixed continual GZSL setting, with more
ablation studies for dynamic continual GZSL in the supple-
mentary material.

4.4.1. RESERVOIR SIZE VS PERFORMANCE

To overcome catastrophic forgetting, the model uses a
constant-size reservoir (Lopez-Paz et al., 2017) to store
previous task samples; with more tasks, the number of sam-
ples per class decreases. The reservoir size plays a key
role for model performance. In Figure 3, we evaluate the
model’s performance for both fixed and dynamic contin-
ual GZSL. We observe that for different reservoir sizes
{1, 3, 6, 9, 14}×#classes, the proposed model shows con-
sistently better results compared to recent models. For fixed
and dynamic continual GZSL, #classes is S + U and S
respectively.

4.4.2. EFFECT OF SELF-GATING ON THE ATTRIBUTE

We apply self-gating to the learned embedding space of the
attribute vector to get a robust and global representation.
Ablations in Figure 4 show the effect of self-gating. We ob-
serve that our proposed MCZSL achieves harmonic means
of 51.31 and 53.12 for the CUB and AWA1 datasets, respec-
tively, which drop to 50.29 and 51.08 without self-gating.

4.4.3. EFFECT OF SCALED CLASS NORMALIZATION

We observe that class normalization also plays a significant
role to improve the model’s performance. Removing the
class normalization drops the harmonic mean from 53.12 to
47.21 and 51.31 to 50.17 for the AWA1 and CUB datasets
respectively. Scaling the µ and σ using a learnable pa-
rameter α and β (as in (2)) slightly improves the model’s
performance. Refer to the Figure 4 for more details.

4.4.4. EFFECT OF META-TRAINING

Because of its learning ability using the few samples and
quick adaption, meta-learning (Nichol et al., 2018; Finn
et al., 2017) based training plays a crucial role to improve
the model performance. The meta-learning framework are
described in the Section 2.5. We evaluate the model per-
formance with and without meta-learning based training
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for fixed continual learning. The result are shown in the
Figure 4. We empirically observe that if we withdraw the
meta learning (MCZSL - meta) based training, the MCZSL
performance drops significantly. On the AWA1 and CUB
datasets in the fixed continual GZSL setting, the harmonic
mean of MCZSL drops from 53.12 to 49.36 and 51.31 to
48.08 respectively.

5. Conclusions
We have proposed meta-continual zero-shot learning
(MCZSL), a zero-shot learning method capable of oper-
ating in both generalized and continual learning settings.
Through a novel self-gating on attributes and a scaled layer
normalization, we obtain state-of-the art results in GZSL
settings, despite not using expensive generative models; this
allows for considerably faster speed during training, as well
as flexibility to generalize to unlimited unseen classes that
were unknown during training time. Given clear connections
between zero-shot and continual learning, we also extend
our approach to settings where data arrives sequentially. We
adopt a data reservoir approach to mitigate catastrophic for-
getting, and couple it with a meta-learning few-shot based
approach to naturally enable the model to efficiently learn
from the few samples that can be saved in a buffer. Our
results on the CUB, aPY, AWA1, AWA2 and SUN datasets
in GZSL and two different protocols of continual GZSL
demonstrate that our approach outperforms a wide array of
strong, recent baselines. Ablation studies demonstrate that
each component of our proposed approach is critical for its
success.
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A. Dataset Descriptions
We conduct experiments on five widely used datasets for
zero-shot learning. CUB-200 (Wah et al., 2011) is a
fine-grain dataset containing 200 classes of birds, and
AWA1 (Lampert et al., 2009) and AWA2 (Xian et al., 2018a)
are datasets containing 50 classes of animal, each repre-
sented by an 85-dimensional attribute. aPY (Farhadi et al.,
2009) is a diverse dataset containing 32 classes, each asso-
ciated with a 64-dimensional attribute. SUN (Patterson &
Hays, 2012) includes 717 classes, each with only 20 sam-
ples; fewer samples and a high number of classes make
SUN especially challenging. In the SUN dataset, each class
is represented by a 102-dimensional attribute vector. The
details of the train/test split are summarized in Table-4; the
same splits are used for the generalized zero-shot Learning
(GZSL) setting.

We use the publicly available2 pre-processed dataset pro-
vided by Xian et al. (2018a). For each visual domain, we
use ResNet-101 (He et al., 2016) features pre-trained on
ImageNet (Russakovsky et al., 2015). Features are directly
extracted from the pre-trained model without any finetun-
ing. Note that the seen and unseen splits proposed by (Xian
et al., 2018a) ensure that unseen classes are not present in
the ImageNet dataset; otherwise, the pre-trained weights
would violates the zero-shot learning setting.

B. Reservoir Replay and Task Details for
Fixed Continual GZSL

In the fixed continual GZSL setting, all classes appear dur-
ing train and test for each class, either as seen or unseen.
Initially, a small subset of classes are considered seen, while
the rest are considered unseen; which each task, training
data for an increasing number of the unseen classes becomes
available, making them the new seen classes. For the AWA1
and AWA2 datasets, which contain CFAWA = 50 classes
each, classes are divided into five tasks, with ten classes be-
coming seen per task. The memory reservoir we use is set to
25×CFAWA. For SUN, we divide theCFSUN = 717 classes of
SUN dataset into 15 tasks: 47 unseen classes becoming seen
for the first three tasks, and 48 classes becoming seen for
each of the remaining tasks. The memory reservoir for SUN
is set to 5 × CFSUN. For the CUB dataset, which contains
CFCUB = 200 classes, we divide all classes into 20 tasks,
for ten classes becoming seen per task. We set memory
reservoir to 10 × CFCUB. Finally, we split the CFaPY = 32
classes of the aPY dataset into four tasks of eight classes
each. The memory reservoir for the aPY dataset is set to
25×FaPY.

2http://datasets.d2.mpi-inf.mpg.de/xian/xlsa17.zip

Dataset Seen
Classes

Unseen
Classes

Attribute
Dimension

Total
Classes

AWA1 40 10 85 50
AWA2 40 10 85 50
CUB 150 50 312 200
SUN 645 72 102 717
aPY 20 12 64 32

Table 4. Datasets and their seen/unseen class splits for the dynamic
GZSL setting.

C. Reservoir Replay and Task Details for
Dynamic Continual GZSL

In the dynamic continual GZSL setting, the seen and unseen
classes for each dataset are divided into multiple tasks, and
with each task, the number of seen and unseen classes grows.
Unlike the fixed continual GZSL setting, new seen classes
are completely novel classes, not previously unseen ones.
We split the AWA1 and AWA2 datasets to contain CDAWA =
40 seen classes and 10 unseen classes, evenly divided into
five tasks; thus for each task, we have 8 seen and 2 unseen
classes. The reservoir memory for the AWA1 and AWA2
datasets is set to 25 × CDAWA. The CUB dataset is split to
have CDCUB = 150 seen and 50 unseen classes, divided into
20 tasks; the initial ten tasks are assigned seven seen and
two unseen classes each, while the remaining ten tasks have
eight seen and three unseen class. The reservoir memory
for the CUB dataset is set to 10× CDCUB. The aPY dataset
has CDaPY = 20 seen and 12 unseen classes divided into
four tasks, with each task having five seen classes and three
unseen classes. The reservoir memory for the aPY dataset
contains 25×CDaPY. Similarly, the SUN dataset is split into
15 tasks: 43 seen and 4 unseen classes in the first three tasks,
with the remaining 12 tasks containing 43 seen and five
unseen classes. The reservoir memory for the SUN dataset
contains 5 × CDSUN, where the number of seen classes is
CDSUN = 645. We summarize the seen and unseen class
splits and attribute dimension for each dataset in Table 4.

D. Implementation Details
For our experiments, we implement self-gating modules
Φa, Φs, and Φb each as a single fully connected layer with
ReLU, Sigmoid, and ReLU activation functions. The hidden
dimension of each neural network module is set to 2048,
on top of which scaled class normalization is applied. The
self-gating output of a given attribute is then sent to another
one-layer neural network of dimension 2048→ 2048, and
scaled class normalization is applied again. This output is
then considered the projected visual features. In this visual
space, we measure similarity by cosine distance.

For each task of all datasets, the model is trained for 200
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epochs. For the inner training loop we use an Adam opti-
mizer (Kingma & Ba, 2014) with a constant learning rate
0.0001. For the meta update, we use an Adam optimizer
with an initial learning rate of 0.001, decreasing with each
epoch at a rate of 1 − e/(E − 1), where e and E are the
current epoch and total number of epochs, respectively. We
use the same hyperparameter settings for all dataset, finding
our model to be stable, with applicability to a diverse set of
datasets.


